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Andrology Lab CornerIs the Randomized Clinical
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Research?
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There’s a story I heard long ago about research gone bad.
If it isn’t a true story, it should be. Some researchers
wanted to study how the concentration of how a particular
water pollutant affected the mortality of guppies. The re-
searchers had a big tank with 100 guppies. They wanted
to allocate these guppies equally across 5 smaller tanks.
The first 20 guppies that they caught went into the first
tank, the next 20 went into the second tank, and so forth,
until the last 20 guppies went into the last tank. Each tank
got a different level of the pollutant.

To the researchers’ surprise and horror, mortality was
related not to concentration, but to the order in which the
tanks were filled. The first tank, which had all the sickly,
slow-moving, and easy-to-catch guppies, had the highest
mortality rate. The last tank, which had the vigorous, fast-
moving, and hard-to-catch guppies, had the lowest mor-
tality rate.

The randomization in a typical randomized clinical trial
(RCT) performed today would have prevented this re-
search disaster. Randomization does not mean alternating
between treatment and control (ABAB . . .); rather, it
involves a random device (eg, a coin or a die) or a series
of random numbers for assigning patients in a pattern that
is inherently unpredictable.

Alternating assignment can cause serious problems. We
can see this by examining how plants grow in a garden.
A row of cabbages, for example, will often have a pattern
of big cabbage, little cabbage, big cabbage, little cabbage,
etc, especially when the cabbages are planted a bit too
close together. Competition for resources causes this pat-
tern. One cabbage may get a head start on its neighbor
and extend its roots a bit farther. It steals some of the
nearby water and soil nutrients and grows fast at the ex-
pense of its neighbor. So, an experiment that gave a treat-
ment to the even-numbered cabbages and used the odd-
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numbered cabbages as controls would likely lead to a
spurious finding. Colditz et al (1989) provide empirical
evidence that alternating allocation leads to a systematic
bias in the outcome measure.

A fascinating examination of randomization gone bad
appears in Marks and Colwell (2000). This paper criti-
cizes research into the staring effect, the belief that people
can perceive when they are being stared at. Many people
can recall incidents when they could tell that they were
being stared at, even though the person staring at them
was outside their field of vision. To test this rigorously,
though, would require a random series of trials in which
people would try to identify when they were being stared
at and when they were not being stared at. This is an
experiment simple enough to be run in a school class-
room.

Rupert Sheldrake, a PhD trained biologist who is cur-
rently a fellow of the Institute of Noetic Sciences, has
packaged and promoted such an experiment. Feedback is
a critical part of this experiment; subjects are told whether
their guess in one trial is correct before the next trial
starts. With feedback, the issue of randomization becomes
very important; an alternating ABAB sequence would
easily be spotted. So, Dr Sheldrake provided some ran-
domized sequences in the research package that he has
promoted. Unfortunately, these sequences deviated sig-
nificantly from perfect randomness. The sequences tend
to oscillate too often. For example, the frequency of 3
consecutive staring trials or 3 consecutive nonstaring tri-
als is far less than could be expected by chance.

A careful replication of this experiment (Colwell et al,
2000) showed three things. First, a trial without feedback
with Dr Sheldrake’s randomization sequences showed no
staring effect. In contrast, a trial with feedback with those
same sequences showed a significant staring effect. Fi-
nally, a trial with feedback but with a properly random-
ized sequence showed no staring effect. Thus, research
supporting a staring effect probably was artifactually pro-
duced by the conscious or subconscious detection of pat-
terns in the flawed randomization sequence.

Covariate Imbalance
In a study without randomization, look carefully for cov-
ariate imbalance. A covariate is a variable that is usually
not of direct research interest, but one that needs attention
because it may be related to one of the outcome measures.
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Covariate imbalance is a tendency for that variable to be
larger or smaller in one group compared with the other
group(s). For example, in a study of reproductive function
among military personnel (Schrader et al, 1998), those
personnel involved with artillery (firing the 155mm how-
itzer) had much lower average smoking levels than the
other two comparison groups. It is hardly surprising to
see less smoking among those who work regularly with
explosives, but this covariate imbalance requires some
statistical adjustment.

Unfortunately, the adjustments for covariate imbalance
are tricky, especially when the covariate is measured
crudely. Chen (1999) examines the relationship between
maternal smoking and Down syndrome. Maternal age is
an important covariate, but when it is measured as a di-
chotomy (younger or older than 35 years), the adjustment
produces a negative association between smoking and
Down syndrome. Adjustment using the exact year of ma-
ternal age, on the other hand, produces a more accurate
picture that shows no association between smoking and
Down syndrome.

Furthermore, we can adjust only for those covariates
that can be measured. Many factors, such as the patient’s
psychological state, initial severity of disease, and the
presence of comorbid conditions are difficult or impos-
sible to measure, but these factors can have an important
effect on the outcome measures. Randomization ensures
approximate balance for both measurable and unmeasur-
able covariates.

Even in a study with randomization, covariate imbal-
ance may sometimes be encountered. Random numbers
are not perfect at balancing things out, just like flipping
a coin 20 times will not always guarantee exactly 10
heads and 10 tails. When assessing covariate imbalance
in a randomized study, Altman (1985) emphasizes the
need to examine the clinical relevance rather than the sta-
tistical significance of the covariate imbalance. Matching
on important covariates can prevent this imbalance, but
matching often has logistical difficulties. There is another
approach, minimization, which also prevents the chance
occurrence of covariate imbalance. Patients are not as-
signed randomly, but are preferentially assigned to one
group or another to reduce any covariate imbalance that
may have crept into the design (Treasure and MacRae,
1998).

There are indeed quantifiable advantages to using ran-
domization (Chalmers et al, 1983; Schulz 1996). Studies
with randomization show fewer problems with covariate
imbalance and tend to have smaller effects than nonran-
domized studies. There is, however, conflicting evidence.
Two recent studies (Benson and Hartz, 2000 and Concato
et al, 2000) show that a well-designed study without ran-
domization can be comparable to studies with randomi-
zation. To confuse the issue further, there is some dispute

about the significance of these two recent studies (Ioan-
nidis et al, 2001). In my opinion, recent advances in the
statistical design and analysis of nonrandomized studies
allow the best of these studies to have a level of evidence
that is comparable to a well-designed randomized study.

We have probably not heard the last in this debate. But
one thing is clear: studies that use randomization remove
covariate imbalance as a possible source of doubt and
uncertainty about the validity of the research findings.

Blinding in a Randomized Study
Blinding involves the use of some type of placebo to hide
information about treatment status from the patients and
from those treating and evaluating the patient. The pla-
cebo could be a sugar pill when evaluating a new medi-
cine. When the treatment involves a procedure, a placebo
would represent some type of sham procedure that ap-
pears the same to the patient.

An example of this sham procedure was used by Bull-
ock et al (1989), wherein a single, blind, randomized trial
was used to examine acupuncture as a treatment for al-
coholism. Blinding an acupuncture study is indeed chal-
lenging. This research used needles for both the treatment
and control groups, but in the control group, the needles
were placed in an incorrect location that was within 5
mm of the correct placement. This study was only a single
blinded study, because the acupuncturists knew who was
receiving the correct treatment. Although this study
showed that acupuncture was effective, Sampson (1997)
criticized the research design. There was ample opportu-
nity for the control subjects to pick up clues about their
status. The greater than 90% dropout rate among the con-
trols was evidence that the study was not adequately
blinded.

No study is perfectly blinded; the person who fills the
prescription order for the active medication or sugar pill
will know who is getting what. But the study would be
considered adequately blinded as long as the patient and
everyone evaluating the patient and everyone having sub-
stantive interactions with the patient are kept unaware of
who got what.

Blinding provides two benefits. First, it ensures a high
level of objectivity in measurements. A researcher who is
blind to the treatment status cannot be accused of con-
scious or unconscious attempts to influence the evaluation
of research subjects. This is particularly important when
the outcome is subjective, such as a quality-of-life mea-
surement or an assessment of symptom relief (Johnson
and Dixon, 1997). Second, blinding removes the possi-
bility of a placebo effect creating an artifactual response
in the treatment group.

There is some recent evidence that the placebo effect
is not all it is cracked up to be. A systematic review of
130 trials that compared a placebo arm with a no-treat-
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ment arm showed mixed results (Hrobjartsson and Gotz-
sche, 2001). The authors divided the studies into those
with an objective binary primary outcome, with a subjec-
tive binary outcome, with an objective continuous out-
come, and with a subjective continuous outcome. Only in
the last case did the placebo show a statistically signifi-
cant effect. Even here, the effect was rather small, roughly
one-third of a standard deviation (95% CI,�0.47 to
�0.25).

It is indeed possible that many of the effects that we
ascribe to the placebo effect may actually represent some-
thing else. For example, some diseases are cyclical and
patients are more likely to join a clinical trial at a trough.
Thus, any short-term improvement represents the natural
course of the disease and not a placebo effect.

Even without a placebo effect, their use is still impor-
tant. Placebos can minimize or prevent the disparities in
dropout rates, patient reporting of beneficial and harmful
events, and physician assessments of outcome (Hrobjarts-
son and Gotzsche, 2001).

Blinding is often not possible for a surgical trial. Pa-
tients undergoing an orchiectomy, for example, will no-
tice that something is missing sooner or later. When blind-
ing is possible, it can be controversial. A placebo/sham
operation used in study of Parkinson disease (described
in Freeman et al, 1999) was criticized on the grounds that
it subjected the control group to an unnecessary risk
(Macklin, 1999).

When blinding is not possible, the researchers should
try to ensure that those evaluating the patients are un-
aware of treatment status (Johnson and Dixon, 1997).
This does not prevent a placebo effect, but it does ensure
that the outcome measures are evaluated without any con-
scious or subconscious bias.

Blinding is often overlooked as a way to add credibility
to laboratory studies. Even though these studies usually
have objective outcome measures, the use of blinding will
prevent the possibility of or the suspicion of differential
handling of control and treatment samples.

Generalizability
RCTs are often problematic because they exclude impor-
tant segments of the population, in particular, the elderly
and women (Gurwitz et al, 1992; Bugeja et al, 1997).
Sometimes these exclusions are justified. Reproductive
studies, in particular, would usually have ample justifi-
cation for excluding elderly subjects or for focusing just
on men. But when the exclusions are unjustified, however,
we are limited in how far we can extrapolate the results.

RCTs often study narrowly targeted groups to improve
the efficiency and precision of the research. When a study
restricts its sample to those who visit a fertility clinic, for
example, it is studying a highly select group of patients
that differs in many important ways from the general pub-

lic. The extent to which the findings of a study can be
extrapolated or generalized is often referred to as external
validity. Indeed, difficulty in extrapolating results from
RCTs represent their biggest drawback.

In a further effort to reduce variation, an RCT may
exclude ‘‘troublesome’’ subjects, such as those who can-
not speak English, those who cannot read English, those
who are taking other medications, those who are likely to
move out of town before the study ends, those who are
unlikely to comply with a complex intervention, or those
with comorbid conditions. The precision gained by each
exclusion comes at a price: a further limitation on gen-
eralizability. For example, RCTs will often screen out pa-
tients that demonstrate during a pretesting phase that they
are incapable of complying with a complex intervention
(eg, Adkinson et al, 1997). But what physician has the
option of treating only compliant patients?

The flip side of the coin is a study that uses a narrowly
defined sample for the sake of convenience. The classic
example of this is the use of a student in a Psychology
101 class as the white rat of choice for all psychological
studies. But there are other examples as well. Studying a
disease in a hospitalized population may be easy, but
when and whether a patient arrives at a hospital depends
largely on many patient and physician preferences, and is
strongly influenced by insurance status and socioeconom-
ic levels. Thus a sample of hospitalized patients is un-
likely to be representative of all patients who have a cer-
tain disease (Ellenberg, 1994). Thornley and Adams
(1998) cite the overuse of institutionalized patients as a
major limitation of much of the research into schizophre-
nia.

The setting of the research can also sometimes limit its
usefulness. Kippax and Van de Ven (1998) note a com-
monly cited study that touted the success of a 100% con-
dom use program in reducing the incidence of HIV. This
program, however, was conducted in Thailand, a country
with a highly institutionalized sex industry that makes it
quite different from most other countries.

Ethical considerations require us to use only volunteers
for RCTs, and this can also lead to problems with gen-
eralizability. People who volunteer for research studies
often differ in important ways from those who do not
volunteer. This is often called selection bias or volunteer
bias.

A study that involves an extended stay in a clinic, for
example, may be more likely to attract unemployed pa-
tients. A study that involves a free physical examination
(see below for an example) is likely to attract people who
are worried that they may be sick. A study that involves
a new therapy may preferentially attract volunteers who
are dissatisfied with the current intervention (Gotszche,
1990). One of the best examples of a study that had an
unusual set of volunteers is by Wilson (1984). That study
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used sublingual administration of boiled and unboiled
urine as a treatment.

There are examples of volunteer bias that are specific
to reproductive studies. A study that required patients to
produce a semen sample would exclude patients with cer-
tain religious beliefs about masturbation. The free semen
analysis provided by many reproductive studies can skew
the sample. Such an incentive would be likely to attract
men who were thinking about starting a family or who
were already trying to start and were encountering some
difficulty.

There are two good studies that provide quantitative
evidence of how volunteers can differ from the general
population. Gustavsson et al (1997) describe the possible
relationship between serotonin turnover and disinhibitory
and self-destructive behavior. The way to examine this
relationship would be to obtain cerebrospinal fluid in
healthy volunteers using a lumbar puncture. Many people
will refuse to participate in such a study because of the
pain and risk involved. Fortunately, in this study, volun-
teers were sought out from a panel of subjects who had
recently completed several psychological tests. The 39
subjects who volunteered for a lumbar puncture scored
higher on an impulsivity scale than the 48 subjects who
refused to participate. The authors cite this difference as
making interpretation of the research findings problem-
atic.

As a second example, Chen et al (1997) screened for
individuals with a genetic deficiency in CYP2D6 expres-
sion. In a group of 188 patients recruited by clinical con-
tract laboratories, only 2 (1.1%) showed this deficiency.
In a group of 142 subjects recruited from within and
around the University of Kentucky, 9 (6.3%) showed the
same deficiency. The latter percentage was close to other
reported values. The sample from the contract laboratories
included a large number of subjects who were part of an
established database of patients who had volunteered for
previous drug studies. Because individuals deficient in
CYP2D6 expression are more likely to experience ad-
verse drug effects, these individuals may be underrepre-
sented in these databases. This implies that a group of
healthy volunteers who participate in several drug studies
may represent a group that has fewer problems with ad-
verse drug reactions than the general population.

If volunteer bias is a concern, it is often possible to
obtain some demographic information about those who
refused to volunteer, as in the Gustavsson et al (1997)
study. This information could be restricted to just a sam-
ple of the nonvolunteers and still provide useful infor-
mation (Ellenberg, 1994).

Subversion of Randomization
Randomization implies that the researcher has complete
control over treatment assignment; neither the patient nor

the physician has any say in the matter. When the patient,
physician, or both are able to influence treatment assign-
ment, then no longer is there an RCT. Patients can influ-
ence their treatment assignments by withdrawing from the
study or by not complying with the treatment (Jurs, 1971).

If possible, analyze the dropouts and noncompliant pa-
tients as if nothing had happened (ie, treat their data val-
ues in the same way as those who stayed on the study
and complied with the assigned treatment). This ap-
proach, often called intention to treat analysis, seems
counterintuitive and may bias the findings. Typically, the
dropouts and noncompliant patients dilute the effect of
the treatment in an intention to treat analysis (Ellenberg,
1994). Still, the bias is less troublesome than the bias
caused by other types of analyses.

Excluding noncompliers will usually result in a serious
bias in the results. Noncompliant patients tend to be sick-
er and have poorer self-care than compliers. In fact, pa-
tients who are noncompliant with a placebo have been
shown to have worse outcomes than patients who comply
with the placebo therapy (Freedman et al, 1998, page 14).

As an example of the problems with excluding non-
compliant patients, consider a study that compares a sur-
gical intervention with a nonsurgical intervention. In
some cases, the patients may die prior to receiving sur-
gery, which is an extreme example of noncompliance.
Excluding these patients from the analysis will cause se-
rious biases. The rapidly dying patients are being exclud-
ed from the surgical arm of the study but not from the
nonsurgical arm.

Dropouts, of course, are harder to handle than noncom-
pliant patients. A change in serum testosterone levels can-
not be analyzed in a patient who is not around to provide
the second blood sample. In some studies, a plausible
assumption can be made that someone who has dropped
out (ie, labeling as a smoker someone who stops showing
up at smoking cessation program). In other situations,
there may be an intermediate value that can be substituted
for the long-term value (Lasky, 1962). Neither of these
approaches is ideal. Researchers should take aggressive
efforts to minimize the number of dropouts (Crider, 1971)
and should try to establish that there is no covariate im-
balance between dropouts and those who complete the
study.

The doctors who recruit patients into RCTs can also
sometimes subvert randomization (Schulz, 1996). They
may consciously or subconsciously apply exclusion cri-
teria differently if they know which treatment group a
patient is going to be assigned to. The physician may also
try to steer the patient into a different arm of the study by
delaying entry of the subject into the RCT. These problems
are one reason to avoid an alternating (ie, ABAB . . .) as-
signment. A good RCT should use concealed allocation,
an approach in which information about treatment assign-
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ment is hidden until after the physician has determined
that a patient is eligible for a research study (Schulz,
1996). Concealed allocation can use a series of sealed
envelopes or a centralized telephone randomization ser-
vice, though the former was shown to be subverted by a
group of physicians in a multicenter trial, leading to a
large age discrepancy between the treatment and control
groups (Kennedy and Grant, 1997).

The researchers themselves can subvert randomization
through subgroup analysis. Subgroup analysis involves
the selective analysis of a subgroup of patients (eg, show-
ing that a fertility treatment is effective, but only for non-
smokers). Because the researchers, in most cases, did not
randomize within the subgroup, these findings need to be
interpreted with caution. Subgroup analyses should not be
ignored, but they do need to be interpreted with care
(Buyse, 1989; Freemantle, 2001). There are good exam-
ples of when a subgroup analysis found valuable infor-
mation, such as when Byar and Green (1980) showed that
estrogenic therapy was a beneficial therapy for prostate
cancer in patients without cardiovascular disease, but that
it was harmful as a treatment for patients with cardiovas-
cular disease. On the other hand, a subgroup analysis led
to the false and later overturned conclusion that strepto-
kinase was an effective treatment for suspected myocar-
dial infarction only if it was administered within 6 hours
of the onset of pain (Oxman and Guyatt, 1992).

Randomized Trials for Complex Interventions

RCTs may not be the best approach for evaluating a com-
plex intervention. Kippax and Van de Ven (1998) suggest
that RCTs are not the best way to evaluate the effective-
ness of HIV health promotion. They argue that the re-
strictive nature of clinical trials forces researchers to de-
sign interventions that are amenable to this type of re-
search. This leads to an oversimplification of interven-
tions that focus too much on the individual and ignores
the larger societal context of the problem. In contrast,
Oakley (1998) argues that RCTs have been used success-
fully to evaluate social interventions such as negative in-
come tax programs for the poor and postrelease and job
assistance schemes for ex-prisoners. Arguing a middle
position are Campbell et al (2000), who state that a mix-
ture of RCTs and other research designs are needed to
fully assess complex interventions.

Some research problems cannot be adequately ad-
dressed by a randomized trial. For example, Butler et al
(1998) use a qualitative research approach to elicit infor-
mation about the attitudes of smokers to the advice that
their physicians give them about quitting. It is hard to
imagine how to obtain information about this topic in an
RCT.

Interpretation Bias
Finally, even when the RCT is objective, our interpreta-
tions of it often are not. McCormack and Greenhalgh
(2000) write that, ‘‘interpretations of clinical trials are of-
ten neither objective nor value-free,’’ and cite as an ex-
ample a major diabetes study in which their interpretation
is much more limited than that provided by the original
authors (UKPDS, 1998). Given the complexity of the
study (2 treatment arms compared with a control, and
multiple end points including microvascular effects, ma-
crovascular events, deaths related to diabetes, all causes
of mortality, and a surrogate marker of disease), it is hard-
ly surprising to find such disagreements. Also adding to
the confusion is the sad fact that quite often, 2 RCTs of
the same problem will lead to opposite conclusions (Hor-
witz 1987; Furukawa et al, 2000).

Summary
All research has flaws. Some flaws are so trivial that the
research can still stand as the definitive study. Other flaws
prevent a study from being definitive, but the study still
provides useful guidance in the context of other research.
Some flaws are so serious that the research provides no
useful information at all. The tricky part is not finding
flaws in the research but in deciding to what extent the
flaws erode the credibility of the research.

In general, the use of RCTs can add substantial credi-
bility to a research study. There are calls for greater use
of RCTs in many areas, such as surgery (Baum, 1999)
and psychiatry (Andrews, 1999). Of course, nonrandom-
ized trials are an important complement to RCTs when
the latter are ethically inappropriate or logistically im-
possible (Black, 1996).

Failure to use randomization or blinding, however, is
not a fatal flaw. Furthermore, the artificial nature of RCTs
will often restrict their applicability to overly simple in-
terventions. When RCTs focus on narrow patient groups
or exclude important segments of the population, there
may be difficulty in generalizing their results. So it would
be a mistake to label the RCT as a gold standard for all
research. A silver standard may be a more appropriate
label.
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