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Vehicle License Plate Recognition System with High Performance”
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Abstract We present our License Plate Recognition (LPR) System. Using vehicle position sen-
sors and 1mage acquisition card, it captures images ot the vehicles automatically and sends the ima-
ges to computer, then recognizes characters of the vehicle plate. Combined with the web tech-
nique, information ot certain plates and the images of the vehicles can be browsed conveniently
from remote sites, The system {rame and workiflow of our LPR System are introduced. Some
problems and two of our proposed character recognition methods, 1. e, method based on PCA-
L.SM for limited Chinese character recognition and method based on structural feature analysis {or
alphabetic and digital character recognition, are addressed in full details, The field applications
under practical conditions show that the whole recognition rate of our system is over 97 % 1n day-
time and 95 % at night.
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1 Introduction

The license plate number has unique information of a vehicle, so image-based license
plate recognition (LPR) technology came out to be an important means of automatic vehi-
cle identification. With the rapid development of intelligent transportation systems (1TS),
investigation of LPR kept pace with other ITS techniques., Many efforts have been made to
develop practical LPR products and some of them also have been put into market'""?!, Pri-
marily, LPR captures, processes, interprets and records the image of a license plate with
the advanced technology of image manipulation, pattern recognition and artificial intelli-
gence, Combined with Web technique and distributed multimedia database technique, the
system enables customers to get all of the related information or service immediately from
remote sites, The system is also easy to be extended, as management requires.

Now the [LPR systems are widely and successfully used in highway surveillance, elec-
tronic toll collection, red-light violation enforcement, secure-access control at parking lots
and 1dentifying vehicles stolen, or those registered to fugitives, criminals and smugglers.

2 System overview

In our system, two sets of vehicle location sensors are used as an external trigger to
detect the vehicle's presence reliably and send a startup signal to the image acquisition &
control part. Some hardware-based image preprocessing 1s integrated in the image acquisi-
tion card. The plate location and character isolation & recognition routes are done in the
software module. A vehicle information such as the plate number, plate color, lane num-

ber, pass time and its plate image and whole vehicle images are recorded as a record to add
to the database.

Our system consists of three major modules. a video image-acquisition subsystem, a
plate isolation & recognition unit and a data communication & management subsystem.
The main system frame 1s pictured in Fig. 1.
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Fig.1 System block diagram

3 System workflow
3.1 Image acquisition

Consisting of two couples of vehicle location sensors and certain logic, the Vehicle Po-
sition Sensor detects the arrival of vehicle and triggers the capture of Vehicle Image with
license plate through CCD camera. A special-purpose Image Acquisition Card is developed
which decodes and digitizes two independent video sources simultaneously. The RGB digit-
al image signals are saved into buffer frames on board and read into EMS memory through PCIL

During the night, the luminance is low but the headlights of the vehicles are dazzling,
which makes the plate in the image lack of ample contrast, even disturbs the plate image in
some case. So we improve the system in two ways. The system is equipped with an ordi-
nary camera but capable of Back Light Compensation, Halation Elimination and Automatic
Gain Control, and we have investigated the best camera's working condition of our sys-
tem. We added {lash lamp as the auxiliary lightening., which is also triggered by the Vehi-
cle Position Sensor. Flash lamp enhances luminance of the whole image. Through these
means and the image preprocessing of the Image Acquisition Card, the plates in the images
during the night become definite; the whole image looks like the images during the day. which
greatly improves the recognition rate during the night. Example images are shown in Fig, 2.

(a) The vehicle image in the (b) The vehicle image during the night (c) The vehicle image during the
daytime (before improvement) night(after improvement)

Fig. 2 Image examples
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3.2 Plate location

In plate location algorithm, we mainly utilize the characteristic of the plate in vehicle
images: there are plentiful characters in the plate region, therefore, this region is particu-
larly rich in difference in gray level compared to its surrounding region. So the base of the
location of vehicle plate is achieved primarily through differentiating the whole vehicle im-
age region and then binarizing the difference image.

We project the binary difference image horizontally and vertically, properly smoothen
these two projection curves, and search their peaks to find the accurate rectangle that in-
cludes the plate. The prior knowledge about the size, the proportion between length and
width of plate is used to eliminate the locating mistakes. The flow of plate locating is pic-
tured as Fig. 3.

Fig.3 Flow of plate locating

3.3 Character segmentation
From the plate image, each character should be segmented accurately in vertical and
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horizontal directions. Because the license plate of vehicles are normalized, the characters
and their structure are also well-regulated. Based on a prior knowledge about the structure
of the plate, we use certain image processing technologies, for example, plate obliquity
detection and rectification, region labeling, etc to isolate each character. The frame of the
plate would bring trouble to the segmentation, so the problem is specifically investigated,

Segmentation is performed for the classification. At the same time, segmentation
should be done in co-operation with the classification, so that some segmentation mistakes
could be corrected, and success of segmentation 1s reinforced. In Fig. 4 an example of seg-
mentation 1s shown.

Fig. 4 Character segmentation

3.4 Character recognition

In character recognition, several classification methods based on such character fea-
tures as projection feature (CPF), perimeter distance feature (PDF) and direction contri-
bution density (DCD) are adopted. After normalization of the character image, features
are extracted and through the multi-level templates-matching classifier, the character is
classified -*.

To turther improve the recognition, we have proposed two algorithms, which are
used for the recognition of limited Chinese characters on license plate and that of alphabetic
and digital characters, respectively. In Section 4, these two algorithms are described in
full detail.

3.5 Data communication and management

In order to facilitate the access of data from remote sites and data management, Web-
based technique and distributed multimedia database technique are used in our system, as
Fig. 5. The system works in Web Browser/ Web Server (B/S) mode. It enables data to be
rapidly collected, continuously updated, structured and displayed. Web technology is used
in the proposed approach to address the limitations of present process modeling practices.
Our system presents the design and functionality of a Web-based system. It is developed
on the Windows NT platform (Internet Information Server (IIS) ) or Win98 plattorm
(Personal Web Server (PWS) ) using Active Server Pages (ASP). The system utilizes a
multitiered design structure matrix (DSM) configuration to present collected data. This
matrix-based technique has proven to be an effective tool for planning and managing prod-
uct development programs through information tlow analysis.

As shown in Fig. 6, a user interface is provided and the clients need no setup or instal-
lation procedures and the system can work stably for a long time without any maintenance.
Customers can immediately get all of the related information or service through the web
site and 1t makes the systems easy to extend their functions'*’.

Logged 1n our system, users are permitted to browse the information of any vehicles
passing the surveillance region . Information fuzzy search, data statistics, alarm ete, can
be achieved through the public telephone net. Users are also allowed to set forth the time
interval they are interested in. For example, all the vehicles displayed in the following Fig. 6
passed the tollgate between 10:03:00 03/02/2000 and 10:05:00 03/02/2000.

Using our ILPR system with web technique, users can get the recognized results, the
colors of the plates, the type of the vehicles, the lane number, the recording time and the

recorded images of plates and vehicles from the web site. Remote diagnosis and maintain
are also supplied.
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Fig. 5 Data communication model of our system
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Fig. 6 User interface

4 ‘Technique of character recognition

Character classification and recognition i1s a crucial task for our system realization,
The main methods to do this work are template-matching method"* and neural network
method"’. The former mostly employs the statistical features, which are always based on
the projection technique or grid technique, and has the disadvantage of low discrimination
power to similar characters and slow recognition speed due to the too huge feature data,
while the latter faces the problem of selection of input data and optimization of network pa-
rameters. So in our system, two algorithms, which are used for the recognition of limited
Chinese characters on license plate and that of alphabetic and digital characters respective-
ly, are proposed. Experiments show that these methods work very well tor the improve-
ment of our system performance.
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4.1 Recognition of Chinese characters based on PCA learning subspace method (LSM)"

Principal Component Analysis (PCA) method 1s a very useful pattern recognition
method and is widely used in human face recognitiont®’. It extracts character features di-
rectly from the original gray image, rather than from binarized image, so it can keep as
much intrinsic information of each character as possible. Qur proposed PCA learning sub-
space algorithm first sets up the subspace for each class using PCA method, then makes
some adjustments to the PCA subspaces according to the classification result of training
samples. This leads to a remarkable improvement on the character classification rate.

Let x be the n-dimension vector which represents an original gray image, K be the
number of classes, C,(s=1,2, -, K) be the s, class, L' be the 7,, class subspace., With-
out regard to the rejection recognition, then an input pattern x can be classified as the i,
class according to the following rule;
if 7 = arg min(g,(x,L")), then C(x) = C,
where g, 1s the classification judgment function which can be defined by its projection resi-
due error in subspace L', 1. e. -

g (x,.L)=|x—M|*—|P,(x—M)D|* (=1,2,-,K) (1)
L.r,' — L(uiﬂ 1uéi) 5"'3“5;3) (2)
U(.—f} — (uii),uéi}’_“’u;:}) (3)

where | x| is the 2-norm of vector x, M, is the mean vector of L'. P, is the projection ma-
trix of L' When U'’ is an orthogonal basis, P, can be written as:

p. = UYyeT (4)
The PCA subspace algorithm can be described as follows.

First calculating covariance matrix R, (:=1,2, -, K) of subspace L' using training
samples x;(j=1,2,+, N;); Then calculating eigenvectors u;” (; =1,2,+-, p) and eigen-
values A}’ of R;using SVD method; Next sorting eigenvalues A}’ in descending order, i. e.
A7 A0 = =100, and constructing subspace L’ using basis vector U'” ; And then calcu-
lating the projection matrix P, of subspace L' using Eq. (4). The fifth step is to calculate
projection residue error g,{(x,L') ol input vector x in subspace L' (i=1,2, -+, K) using
Eq. (1) ; Finally assigning pattern x into that class which minimizes the projection residue
error g,(x, L').

After getting the initial character subspaces with above PCA algorithm, we use learn-
ing subspace method (LSM) to optimize them. The main idea of LSM 1s to rotate two
kinds of subspace with training result of training samples, so as to make character vector x
become closer to its corresponding subspace and farther away from its first matched but
not corresponding subspace. The training stage of PCA-LSM includes.

Stepl (Initialization). Set the training times of sample to N and let £=1;

Step2. Input training sample x in a uniform probability manner and calculate its pro-
jection residue error g,(x,L’) in subspace L'(i=1,2,+-,K) using Eq. (1)

Step3. Mark the two subspaces, using L’ to represent x-corresponded subspace and
L™ to represent x-matched subspace, 1. e. of all the subspaces L™ 1s the one which minimizes
the projection residue error apart from L’ ;

Step4. Update L; and L} using

Ly (I+#Dxx’r)LE

i1 = (I —#lxxT)L;
where po=mn/(x" x),pn =7, /(x' x), 7 and 7, are updating factors which are greater than
Zero;

Stepb. Set k=k+1, if k<IN, then repeat Steps 2~5; otherwise end training.

In our system, the PCA-I.SM has been used to distinguish the Chinese character on li-
cense plate. Experiments show that as for the 30 most commonly used Chinese characters,

(5)
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when 100 characters for each subject are selected as training samples and 900 characters as
testing sampless, the total recognition rate for PCA subspace method is 93. 5%, while for
PCA-LSM is 95, 32%.

4.2 Recognition of alphabetic and digital characters based on structural features

From the early days on, the recognition of printed alphabetic and digital characters
has always been the main contents of all kinds of OCR system. Just like in Chinese charac-
ter recognition, the difficult in this work is to distinguish similar characters. Research-"
shows that the difference between “R” and “B” is only 0. 04% when normalized with a
maximum output value and that between character pairs “K” and “B” , “A” and “V”, and
“U” and “D” are less than 1%. So when statistical method or autocorrelation method is
employed to differentiate them, it 1s impossible to get a high recognition accuracy. In our
system a novel approach based on the structural features of these characters 1s suggested.

Our proposed method is well coincide with the principle of human vision system, for
people always look at a character as a linelike object, at least adults do so'™’. Such struc-
tural features of characters as the direction of a stroke, the turning corner in a stroke or
crossover of strokes often contain a lot of information which can be used for the classifica-
tion of characters.

Compared with that of Chinese characters, the structure of alphabetic and digital
character has the characteristic of simplicity, 1. e. there are only a {few strokes in it. In-
stead of using chain-code, straight line segments or fitted curves as structure featurest*’”,
we select closed curve(s) in a character, minutiae such as ending(s) of a thinned stroke,
bifurcation(s) and crossover(s) of thinned strokes, and corner point in a stroke as the
structure features.

Closed curve is a global feature of a character. It can be used for the course classifica-
tion of characters. According to the number of closed curve in it, a character can be classi-
fied as one of the {ollowing three categories:

» classl. 1 closed curve, including { 0, 4, 6, 9, A, D, O, P, Q, R};
» class2. More than 1 closed curve, including (&, B} ;
» class3. No closed curve, including the other characters.

Minutiae, including its type, direction and position, can be used tor the fine classiti-
cation of these characters. To achieve this purpose, all above minutiae information i1s or-
ganized into an array, a template-matching technique and Euclidean distance are used to e-
valuate the similarity of testing character and standard template characters. If the com-
pared result 1s greater than the preset threshold, the character 1s determined and the rec-
ognition process 1s over, Otherwise recognition work should continue.

Corner point is used to distinguish similar character sets like {“S”, “5”} and {*4”
“A”} when they are not thoroughly differentiated using minutiae features. The corner
point is extracted from some special area of the character according to the prior knowledge
about the structure of a character.

How to extract these structural features is another key problem in our method. Minu-
tiae and corner point can be extracted in ordinary image processing and feature extraction
ways-®!, while closed curve is not easy to get. Although the well-known Freeman chain-
code tracking method is often used to detect closed curve in image, it is difficult to imple-
ment, because there are more bifurcations or crossovers in the thinned character image. So
it 1s essential for us to develop an algorithm that can do this work.

Our algorithm is based on theory of graph. The thinned character image is viewed as a
connected graph. Three kinds of minutia, 1. e. ending, bifurcation and crossover, are re-
garded as the vertexes of it. I we use G to represent a connected graph, and let ¢ be the
number of sides in G, v be the number of vertexes in GG, it can be concluded'® that if e=wv,
there is a unique closed curve in G, if e>v, there are more than one closed curves in 1it,
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otherwise no closed curve in it.

So 1n order to detect the closed curve in a thinned image, the only thing we should do
1s to count the number of minutiae v in 1t. After doing that, we can easily get the number
of sides using the following Euler’'s formula-*® .

> du) = 2 (6)

ue- VIG)
where V((3) i1s the set of sides in G, d{(u) is the order of vertex u and is equal to 1 for an

ending, 3 for a bifurcation and 4 for a crossover.

5§ Conclusion

From the data statistics of many field applications of our LPR system, the system ca-
pabilities are estimated as follows: total system accuracy (percentage of characters of li-
cense plates correctly identified) is over 97% at daytime and over 95% at night; supreme
car speed, over 120 km/h at daytime and 80 km/h; the maximum recognition time is 0. 8s
and the minimum 1s 0. Is. And the image resolution 1s 768 X256 X 24 bits; the image sto-
ring size 1s 15000frames/Gbytes. A web-based user interface is provided in our LPR sys-
tem for the customers to get all of the related information or service which adopts the Web

Browser/Web Server(B/S) mode. From the above statiation we can see that our system
works practically, steadily and has high efficiency.

Although our LPR system presents high performance, there are still some efforts to
be made to reach perfection. For instance, image acquisition part should be further im-
proved for even higher performance. Now, we are still conducting extensive research and
developing more widely adaptable algorithm to improve the performance of our LPR sys-
temnt,
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