SECTION THREE ENVIRONMENTAL ANALYSIS

In the last few chapters we have used the concepts of "abatement costs" and "damages" without worrying too much about how we might measure their magnitudes in particular situations. In the next three chapters we will rectify this. Several types of analysis have been developed over the years to provide environmental, economic, and social information to the policy process. In the next chapter we will deal with these at the framework level. From the standpoint of economics, benefit-cost analysis is the primary analytical tool, and we will spend much of the chapter discussing its major elements. Then in the following two chapters we will look more closely at the methods available for estimating benefits and costs relevant to environmental policy decisions.
Chapter 6 Frameworks of Analysis

Policy decisions require information and, although the availability of good information doesn't automatically mean that decisions also will be good, its unavailability will almost always contribute to bad decisions. There are a variety of alternative frameworks for generating and presenting information useful to policymakers, calling for different skills and research procedures. We briefly review the most important of these, before focussing on benefit-cost analysis.

IMPACT ANALYSIS

"Impact" is a very general word, meaning the effects of any actual or proposed policy. Since there are many types of effects, there are many different types of impact analysis. We focus here on two of these: environmental impacts and economic impacts.

Environmental Impact Analysis

An Environmental Impact Analysis (EIA) is essentially an identification and study of all significant environmental repercussions stemming from a course of action. For the most part these focus on impacts that are expected to flow from a proposed decision, though retrospective EIAs are of great value also, especially when they are done to see if earlier predictions were accurate. EIAs can be carried out for any social action, public or private, industrial or domestic, loca1 or national. They are frequently the work of natural scientists, who focus on tracing out and describing the physical impacts of projects or programs, especial1y following through the complex linkages that spread these impacts through the ecosystem. These types of EIAs do not address directly the issue of placing social values on these impacts.
Many countries have laws requiring environmental impact studies when substantial public programs and projects are under consideration, as wel1 as private projects in some cases. In Canada, there is legislative mandate to do EIAs at the federal level and in most provinces. The current federal EIA process stems from the Canadian Environmental Assessment Act (CEAA) recently passed by Parliament (l993). CEAA replaces a federal guideline to undertake EIA called the Environmental Assessment and Review Process (EARP). The CEAA gives the federal government, through Environment Canada power to undertake an environment impact assessment for any development project located on federal lands, initiated by any federal department, and for any public project that has an area of federal responsibility. The Minister of the Environment can prohibit any activities associated with the project until the assessment is completed. This power is backed up by the Attorney General of Canada who can seek a court injunction against anyone not complying with the Minister's orders. Note that these powers only apply to public-sector projects. There is no federal review of privately initiated projects. Nor is there any review mandated of federal programs and/or policies. Some of the provinces, for example, British Columbia, do have EIA acts which assess certain private as well as public projects. The CEAA does not require environmental assessments for all projects. This is up to the discretion of the Minister of the Environment.

Economics has a distinct role to play as well in the EIA process. While natural scientists are essential to environmental assessment, it is not only ecological linkages through which environmental impacts spread; they spread also through economic linkages. Suppose, for example, it is proposed to build a dam that will flood a certain river valley, while providing new flatwater recreation possibilities. A substantial part of the environmental impact will stem from the inundation itself and the resulting losses in animals and plants, wild-river recreation, farmland, etc. But much also could come from changes in patterns of behaviour among people affected by the project. Recreators travelling into and out of the region could affect air pollution and traffic congestion. New housing or commercial development spurred by the full range of opportunities could have negative environmental effects. Thus, to study the full range of environmental impacts from the dam, it is necessary to include not just the physical effects of the dam and its water impoundment, but also the ways people will react and adapt to this new facility. 

Economic Impact Analysis 

When interest centres on how some action—a new law, a new technological breakthrough, a new source of imports—will affect an economic system, in whole or in terms of its various parts, we can speak of economic impact analysis. In most countries, especially developing ones, there is usually wide interest in the impact of environmental regulations on economic growth rates. Sometimes the focus will be on tracing out the ramifications of a public program for certain economic variables that are considered particularly important. One might be especially interested, for example, in the impact of an environmental regulation on employment, the impact of import restrictions on the rate of technological change in an industry, the effects of an environmental law on the growth of the pollution-control industry, the response of the food industry to new packaging regulations, and so on.

A good example of an impact analysis is a recent study by two Dutch environmental economists. In the Netherlands there is an important problem with soil acidification, resulting in part from industrial emissions of su1fur dioxide (SO2) and nitrogen oxides (NOx), but also in part from agricultural practices in animal feeding and manure disposal. Various proposals have been made to reduce agricultural emissions of ammonia (NH3). The objective of the researchers was to trace out the impacts of these proposed regulations on the agricultural sector. They concluded that the control program would lead to a decrease in net farm revenues of 35 percent over the period l985-2010, a decline in the number of dairy cows, increases in yields per cow, declines in numbers of other animals, and a substantial reduction in the amounts of ammonia coming from the agricultural sector.

Economic impact analyses can be focussed at any level. Local environmental groups might be interested in the impact of a wetlands law on the rate of population growth and tax base in their community. Regional groups might be interested in the impacts of a national regu1ation on their particular economic circumstances. At the global level, an important question is how efforts to control CO2 emissions might impact the relative growth rates of rich and poor countries. Whatever the level, economic impact analysis requires a basic understanding of how economies function, and how their various parts fit together.

C0ST-EFFECTlVENESS ANALYSIS

Suppose a community determined that its current water supply was contaminated with

some chemical, and that it had to switch to some alternative supply. Suppose it had several possibilities: It could drill new wells into an uncontaminated aquifer, it could build a connector to the water supply system of a neighbouring town, or it could build its own surface reservoir. A cost-effectiveness analysis would estimate the costs of these different alternatives with the aim of showing how they compared in terms of, say, the costs per million gallons of delivered water into the town system. Cost-effectiveness analysis, in other words, essentially takes the objective as given, then costs out various alternative ways of attaining that objective. One might think of it as one-half of a benefit-cost analysis where costs, but not benefits, are estimated in monetary terms.

Table 6-l shows some of the results of a study done for a Remedial Action Plan to reduce phosphorous (P) concentrations in the Bay of Quinte in Lake Ontario. The study was done for the International Joint Commission (IJC) a bilateral organization that studies and makes recommendations to governments for water-related issues along the Canada--U.S. border. Phosphorous comes from leaching of fertilizers into waterways, from sewage treatment plants processing domestic household wastes, and from industrial sources. Excessive amounts of phosphorous lead to algal blooms end eutrophication of water bodies which depletes oxygen in the water and kills fish and other aquatic life. The secondary sewage treatment plants which currently exist in the region cannot remove enough of the phosphorous to prevent eutrophication. The results show the estimated costs of reducing phosphorous concentrations in a region of the bay by l microgram per litre (µg/L). It would appear, for example, that treatment of wastewater from water treatment plants is by far the most cost-effective alternative. A reduction of l µg/L costs $98 thousand as compared to a ten-fold next higher cost (diversion of Lake Ontario water). However, we have to interpret these cost coefficients with care. Although the wastewater treatment has the lowest cost per unit of phosphorous reduced, we can't conclude from this that the best way to reduce phosphorous concentrations in this bay is to concentrate solely on one approach. There are a number of additional concerns. Each of the technologies has limits as to the total amount of phosphorous it is capable of reducing, so, depending on what the desired total reduction is, different combinations of these techniques will have to be utilized. There may be other techniques that could be more cost effective, but were difficult to measure costs for. An example is phosphorous removal from industrial sources. These cost figures also involve quite different mixes of capital to operating costs. Treatment plants are capital intensive, while the diversions and alum treatment involve high operating costs. This might be an important budgetary concern for governments. Pollution problems may also be multifaceted. One technique (e.g., tertiary treatment plants) may have benefits in addition to phosphorous reduction, while others (dumping alum into the lake, for example) may have some other adverse environmental impacts. Cost-effectiveness is thus only one step in reaching a decision about environmental policy.

TABLE 6-1 Cost Effectiveness of Different Options for Reducing Phosphorous Concentrations in the Bay of Quinte, Lake Ontario


Cost (in $thousands) per

microgram/litre reduction in

Strategy                                                phosphorous


Tertiary treatment at sewage treatment plants                        $1078

Treatment of wastewater from water treatment plants                    98 

Reduction in phosphorous inputs from agricultural runoff               2033 

Alum treatment of sediments in lake                                2000

Diversion of 20 square kilometres of Lake Ontario into the              1104 

upper bay 

Diversion of 35 square kilometres of Lake Ontario into the              978 

upper bay


Source: Adapted from Bay of Quinte Remedial Action Plan Committee, "Discussion Paper," September 1989.
You may have noticed that cost-effectiveness analysis can be used along with the equimarginal principle, in this case as applied to comparisons across different emission-abatement technologies. In putting together an effective control program, authorities would want to choose techniques that have the lowest marginal abatement costs, and combine them in a way that satisfies the equimargina1 principle. Of course, this leaves out the important prior question. In this example, how much VOC reduction is efficient, in the light of damages done by these emissions? But you can see that the efficiency question is intertwined with the issue of cost-effectiveness. We can't answer the efficiency question until we know what emission-reduction costs are going to be, but these costs depend on the cost-effectiveness of the particular techniques chosen to reduce emissions. Another complication that may arise is the presence of nonconvexities in abatement costs (step functions, for example) and other functions. In these cases, it may be difficult to even find efficient solutions.

It may make good sense to do a cost-effectiveness analysis even before there is a strong public commitment to the objective you are costing out. In many cases people may not know exactly how much they value a given objective. Once a cost-effectiveness analysis is done, they may be able to te1l, at 1east in relative terms, whether any of the different alternatives would be desirable. They may be ab1e to say something 1ike: "We don't know exactly how much benefits are in monetary terms, but we feel that they are more than the costs of several of the alternatives that have been costed out, so we will go ahead with one or both of them."

BENEFIT-COST ANALYSIS

Benefit-cost analysis is for the public sector what a profit-and-loss analysis is for a business firm. If an automobile company contemplated introducing a new car, it would want to get some idea of how its profitability would be affected. On the one hand, it would estimate costs of production and distribution: labour, raw materials, energy, emission-control equipment, transportation, etc.

On the other hand, it would estimate revenues through market analysis. Then it would compare expected revenues with anticipated costs. Benefit-cost analysis is an analogous exercise for programs in the public sector. This means there are two critical differences between benefit-cost analysis and the car example: It is a tool for helping to make public decisions, done from the standpoint of society in general rather than from that of a single profit-making firm; and it usually is done for policies and programs that have unmarketed types of outputs like, for example, improvements in environmental quality.

Benefit-cost analysis has led two intertwined lives. The first is among its practitioners, economists inside and outside public agencies who have developed the techniques, tried to produce better data, and extended the scope of the analysis. The second is among the politicians and administrators who have set the rules and procedures governing the use of benefit-cost analysis for public decision making. In Canada, benefit-cost analysis has not been officially legislated for use by government agencies at the federal or provincial level. It has been used somewhat randomly and at times, for political self-interest, rather than as a technique for objective decision making. By contrast, in the U.S., benefit-cost analysis has a much stronger legislative history. It was first used in conjunction with the United States Flood Control Act of l936. That act specified that federal participation in projects to control flooding on major rivers of the country would be justifiable “if the benefits to whomever they accrue are in excess of the estimated costs. ” In order to determine if this criterion was satisfied for any proposed flood-control dam or large levee project, procedures had to be developed to measure these benefits and costs.

The status and role of benefit-cost analysis in public natural resource and environmental decision making have been the subject of continuing discussions as well as political and administrative conflicts. Public agencies have often been taken to task by outsiders for trying to use benefit-cost analysis in ways that would help them justify ever-larger budgets. Some observers have taken the position that benefit-cost analysis is really an attempt to short-circuit the process of political discussion and decision that should take place around prospective public projects and programs. Perhaps because of these problems, benefit-cost analysis is not widely used in Canada. Some programs have been evaluated from a benefit-cost perspective, for example, the examination in the mid- l970s of the proposed MacKenzie Valley natural gas pipeline (which was not built), and resource development projects in British Columbia (such as Northeast coal which were undertaken). But, in recent years, little formal analysis has been done by government agencies. Nevertheless, benefit-cost analysis remains an important analytical tool that is used widely throughout the world.

The Basic Framework

As the name implies, a benefit-cost analysis involves measuring, adding up, and comparing all the benefits and all the costs of a particular public project or program. There are essentially four steps in a benefit-cost analysis: 

1  Specify clearly the project or program. 

2  Describe quantitatively the inputs and outputs of the program.

3  Estimate the social costs and benefits of these inputs and outputs. 

4  Compare these benefits and costs.

Each of these steps incorporates a number of component steps. In doing a benefit-cost analysis, the very first step is to decide on the perspective from which the study is to be done. Benefit-cost analysis is a tool of public analysis, but there are actually many publics. If you were doing a benefit-cost study for a national agency, the "public" normally would be all the people living in the particular country. But if you were employed by a city or regional planning agency to do a benefit-cost analysis of a local environmental program, you would undoubtedly focus on benefits and costs accruing to people living in those areas. At the other extreme, the rise of global environmental issues has forced us to undertake some benefit-cost analyses from a worldwide perspective.

When we have decided on the perspective from which to do a study, step l also includes a complete specification of the main elements of the project or program: location, timing, groups involved, connections with other programs, etc. We can distinguish between the two primary types of public environmental programs for which benefit-cost analyses are done:

1 Physical projects that involve direct public production: public waste treatment plants, beach restoration projects, hazardous-waste incinerators, habitat improvement projects, land purchase for preservation, and so on.

2 Regulatory programs that are aimed at enforcing environmental laws and regulations, such as pollution-control standards, technological choices, waste disposal practices, restrictions on land development, and so on.

When we have specified the basic project or program the next step is to determine the relevant flows of inputs and outputs. For some projects this is reasonably easy. If we are planning a wastewater treatment facility, the engineering staff will be able to provide a full physical specification of the plant, together with the inputs required to build it and keep it running. For other types of programs it is much harder. A restriction on development in a particular region, for example, can be expected to deflect development elsewhere into surrounding areas. These must be predicted with tolerable accuracy. It is in this step that we first have to recognize the great importance of time. Environmentally related projects or programs do not usually 1ast for a single year, but are spread out over long periods of time. So the job of specifying inputs and outputs involves predictions of future events, often quite remote in time. This puts a premium on having a good understanding of things like future growth patterns and future rates of technologica1 change and possible changes in consumers’ preferences.

The next step is to put values on input and output flows; that is, to measure costs and benefits. We could do this in any units we wish, but normally we try to measure benefits and costs in monetary terms. This does not mean in market-value terms, because in many cases we will be dealing with effects, especially on the benefit side, that are not directly registered on markets. Nor does it imply that on1y monetary values count in some fundamental manner. It means that we need a single metric into which we can try to translate all of the impacts of a project or program, in order to make them comparable among themselves as well as with other types of public activities. Ultimately, certain environmental impacts of a program may be irreducible to monetary terms because we cannot find a way of measuring how much people value these impacts. In this case we must supplement the monetary results of the benefit-cost analysis with estimates of these intangible impacts.

Finally, we must compare benefits and costs. To understand what is involved in very genera1 terms consider the numbers in Table 6-2. They are meant to illustrate the estimated benefits and costs of a regulatory program to control various airborne and waterborne pollutants coming from a group of pulp mills. These emissions reduce downstream water quality in the river on which they are located and contribute to serious air pol1ution in the vicinity of the plants. The numbers pertain to the totals of the various cost and benefit categories over the life of the program. Compliance costs in the industry consist of $580 million of capital equipment costs and $560 million operating costs. Public-sector monitoring and enforcement required to achieve an acceptable level of compliance total $96 million. There are three major benefit categories. Downstream recreators ( fishers and boaters) are benefited from the improved water quality: The value of these benefits is $l,892 million. Agricultural operators in the vicinity of the plants are expected to suffer $382 million loss in damages to crops and livestock because of reduced airborne emissions. Finally, there are intangible benefits which we have found no way of measuring in monetary terms. These are shown simply as some quantity "A." 

TABLE 6-2 Illustrative Results from a Benefit-cost Analysis of a Proposed Emission Reduction Program for a Group of Pulp Mills

 

Totals over life of the program

Costs                                                   ($1,000,000)

  Private compliance                

Capital equipment                                       580

Operating                                              560 

Public monitoring and enforcement                                    96

Total                                                 1,236

Benefits

Increased benefits to recreators from improved water quality    1,896

Reduced damages to agricultural crops and livestock           382 

Intangible                                              A 

Total                                               2,278+A 

Net benefits: $1,042 + A 

Benefit-cost ratio: 1.8+a
We can compare total benefits and costs in several ways. One way is to subtract the total costs from total benefits to get "net benefits." In Table 6-2 the net benefits are shown as $l,042 million ($2,278-$l,236), together with an indeterminate allowance for intangible benefits. Another criterion is the benefit-cost ratio, found by taking the ratio of benefits and costs. This shows the benefits the project will produce for each dollar of costs; in Table 6-2 the benefit-cost ratio is l.8 (2,278/l,236), together with an indeterminate adjustment (indicated as "a") for the intangible benefits.

Scope of the Project

This example, simple as it is, illustrates a number of problems in benefit-cost analysis. One important one is deciding on the scope of the project or program. How can we be sure that this one is the appropriate size—that a somewhat more restrictive or, alternatively, less restrictive program might not be better? The basic problem here is reconciling the fact that in reality it is always possible to vary the scope of a program—to make it larger or smaller by any amount, whereas in doing a benefit-cost ana1ysis we have to focus on a program of a specific size.

To explore this issue consider Figure 6-l. It shows our standard emission-control model as developed in the last chapter, with marginal damage (MD) and marginal abatement cost (MAC) functions. Let us assume that the current level of emissions is el, that is, emissions are essentially uncontrolled. A control program is proposed that would lower emissions to e2. For this program, total benefits (total damages reduced) are equal to (a + b) while total abatement costs are equal to b. Net benefits are therefore equal to area a.

For an emission reduction program to give maximum net benefits, however, it would have to reduce emissions to e*, the level at which MD = MAC. Here, net benefits would equal (d + a). We can define the area (d + a) as the change in social welfare that arises from the emission reduction program. The problem is, when we do a benefit-cost analysis of a specific proposal, how can we be sure that we are dealing with one such as e* in the figure, and not one such as e2? For example, how can we be sure that the program analyzed in Table 6-2 represents one that is close to efficient size?
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FIGURE 6-1 Establishing the Size of a Public Program




The general procedure here is to carry out sensitivity analyses on these results. This means recalculating benefits and costs for programs somewhat larger and somewhat smaller than the one shown in the table. We would analyze a program that has somewhat more restrictive emission reductions, with appropriate enforcement resources, and one that is somewhat less restrictive. If our chosen program is indeed appropriately scaled, each of the variations will produce lower net benefits. 

The benefit-cost ratio is often used in public debates in describing environmental projects or programs. But the efficient program size is not the one that gives the maximum benefit-cost ratio. At emission level e* the benefit-cost ratio is equal to (a +b+ c + d)/(b + c). At emission level e2, the benefit-cost ratio is (a + b) + b, which is higher than that at e*.The benefit-cost ratio may be used to make sure that, at the very least, benefits exceed cost, but beyond this it is a misleading indicator in planning the appropriate scope of public programs.

Under some circumstances, there may be grounds for sizing programs at less than that which maximizes net benefits. Suppose you are a regional public agency in charge of enforcing air-pollution laws in two medium-sized urban areas. Suppose further that you have a fixed and predetermined budget of $1 million to spend. You have two possibilities: (l) put it all in one enforcement program in one of the cities or (2) divide it between two programs, one in each city. Suppose the numbers are as follows: 

Costs       Benefits     Net benefits    Benefit/cost ratio


One-city program   $1,000,000    $2,000,000    $1,000,000            2.0 

Two-city program 

City A             500,000      1,200,000      700,000             2.4 

City B             500,000      1,200,000      700,000             2.4


In this case we do better with our fixed budget by putting it into two half-sized programs rather than just one. In this case what we want to do is allocate our resources so that the net benefits produced by the total budget are maximized. 

Discounting

We turn now to the important problem of how we compare costs and benefits that occur at very different points in time. lf we institute a pollution-control policy, how do we weigh the high initial-year capital costs of abatement equipment and the long-run costs of maintaining it? In the global warming problem, how do we compare the very high costs today of controlling CO2 emissions with the benefits that won't really start accruing for several decades? Suppose we have two programs, one with relatively high net benefits that materialize well into the future, and another with smaller net benefits that occur in the near future. How do we compare these two options? The standard way to address problems like these is through discounting, a technique employed to add and compare costs and benefits that occur at different points in time. Discounting has two facets: first, the mechanics of doing it; then, the reasoning behind the choice of discount rates to be used in specific cases. We take these up in turn.

A cost that will occur l0 years from now does not have the same significance as a cost that occurs today. Suppose, for example, that one has incurred a cost of $l,000 that she must pay today. To do that she must have $l,000 in the bank, or her pocket, with which to pay the obligation. On the other hand, suppose she has a commitment to pay $l,000, not today, but l0 years from now. If the rate of interest she gets in a bank is 5 percent, and she expects it to stay at that level, she can deposit $6l3.90 in the bank today and it will compound up to $1,000 in l0 years, exactly when she needs it. The formula for compounding this sum is:

$6l3.90(l +0.05)l0 = $1,000

We can now turn this around and ask: What is the present value of this $l,000 obligation l0 years from now? Its present value is what would have to put in the bank today to have exactly what is needed in 10 years, and we get this by rearranging the above expression:

Present value = $1,000/(l + 0.05)10 = $6l3.90

The present value is found by discounting the future cost back over the 10-year period at the interest rate, now called the discount rate, of 5 percent. If it were higher-say, 8 percent--the present value would be lower$463.20. The higher the discount rate, the lower the present value of any future cost.

The same goes for a benefit. Suppose you expect someone to give you a gift of $l00, but only at the end of 6 years. This wou1d not have the same value to you today (i.e., the same present value) as $l00 given to you today. lf the applicable discount rate is 4 percent, the present value of that future gift would be:

$l00/(l + 0.04)6=$79.03

In general, the discount formula is PV = m/(l + r)t, where m is the future value, r is the discount rate, and t is the number of years involved.

Discounting is used extensively in benefit-cost analyses. Its main role is to help in aggregating a series of costs or benefits that are strung out over the life of a project or program. Consider the following illustrative numbers, showing benefits for two different programs over their short lives:

Benefits ($) in year:

                           1            2            3            4

Project A                   20           20           20           20

Project B                   50           10           10           10


If we simply add these benefits across the four years for each project, they have the same total: $80. But Project A has a series of equal annual benefits, while B has substantial benefits in the first period and lower annual benefits thereafter. To compare the total benefits of the two projects, we must calculate the present value of total benefits for each program. For illustrative purposes we used a discount rate of 6 percent. 

PVA = $20 + $20/(1+0.06 )+ $20/(1+0.06 )2+ $20/(1+0.06 )3 = $73.45 

PVB = $50 + $10/(1+0.06 )+ $10/(1+0.06 )2+ $10/(1+0.06 )3 = $76.73 

Note first of all that both present values are less than the undiscounted sums of benefits. This will always be true when a portion of a program's benefits accrues in future years. Note also that the present value of benefits for B exceeds that of A, which is what we would expect because more of B's benefits are concentrated early in the life of the program. That is to say, the time profile of B’s benefits is more heavily concentrated in earlier years than the time profile of A's benefits. 

Similar calculations are made for costs if we wish to know the present value of the stream of annual costs of a program. And the same reasoning applies; discounting reduces the present value of a dollar of cost more the further out in the future that cost will be incurred. The present value of the stream of benefits minus the present value of costs gives the present value of net benefits. Alternatively, we could calculate for each year of the life of a project its net benefits, then calculate the present value of this stream of net benefits in the same way, by summing their discounted values.

Since discounting is a way of aggregating a series of future net benefits into an estimate of present value, the outcome depends importantly on which particular discount rate we use. If we were to use a very low rate, we would essentially be treating a dollar in one year as very similar in value to a dollar in any other year. If we use a very high rate, we are saying that a dollar in the near term is much more valuable to us than one later on. Thus, the higher the discount rate, the more we would be encouraged to put our resources into programs that have relatively high payoffs (i.e., high benefits and/or low costs) in the short run. The lower the discount rate, on the contrary, the more we would be led to select programs that have high net benefits in the more distant future. 
Choice of the Discount Rate

The choice of a discount rate has been a controversial topic through the years, and we can only summarize some of the arguments here. Firstly, we have to keep in mind the difference between real and nominal interest rates. Nominal rates are what you actually see on the market. lf you take a nominal rate and adjust it for inflation, you get a real interest rate. Suppose you deposited $l00 in a bank at an interest rate of 8 percent. In l0 years your deposit would have grown to $2l6. But this is in monetary terms. Suppose over that l0-year period prices increase 3 percent per year on average. Then the real value of your accumulated deposit would be less; in fact, the real interest rate at which your deposit would accumulate would only be 5 percent (8 percent - 3 percent), so in real terms your deposit would be worth only $l6l after the l0 years. So we have to be careful about the interest rate we use for discounting. If the cost estimates we are using are expected real costs, i.e., adjusted for expected inflation, we want to use a real interest rate for discounting purposes. If our cost estimates are nominal figures, then we use a nominal interest rate in the discounting analysis. If cost estimates are for a number of years and inflation is expected to occur, then these costs should be adjusted for inflation (deflated by an appropriate index such as the gross national expenditure deflator or a selling price index for intermediate goods) and discounted by a real discount rate.

The discount rate reflects the current generation's views about the relative weight to be given to benefits and costs occurring in different years. But even a brief look will show that there are dozens of different interest rates in use at any one time—rates on normal savings accounts, certificates of deposit, bank loans, government bonds, etc. Which rate should we use? There are essentially two schools of thought on this question. The first is that the discount rate should reflect the way people themselves think about time. Any person normally will prefer a dollar today to a dollar in l0 years; in the language of economics, they have a positive rate of time preference. We see people making savings decisions by putting money in bank accounts that pay certain rates of interest. These savings account rates show what interest the banks have to offer in order to get people to forgo current consumption. We might, therefore, take the average bank savings account rate as reflecting the average person's rate of time preference.

The problem with this is that there are other ways of determining peoples' rates of time preference, and they don't necessarily give the same answer. Economists at Resources for the Future (RFF) recently completed a large survey in which they asked individuals to choose between receiving $l0,000 today and larger amounts in 5 or 10 years. The responses yielded implied rates of discount of 20 percent for a 5-year time horizon and l0 percent for a 10-year horizon. These were substantially higher than bank savings rates at the time of the survey. 

The second approach to determining the "correct" rate of discount is based on the notion of investment productivity. When investments are made in productive enterprises, people anticipate that the value of future returns will offset today's investment costs; otherwise, these investments would not be made. The thinking here is that when resources are used in the public sector for natural resource and environmental programs, they ought to yield, on average, rates of return to society equivalent to what they could have earned in the private sector. Private-sector productivity is reflected in the rates of interest banks charge their business borrowers. Thus, by this reasoning, we should use, as our discount rate, a rate reflecting the interest rates that private firms pay when they borrow money for investment purposes. These are typically higher than savings account interest rates. 

With the multiplicity of interest rates the real world offers, and these different arguments for choosing a discount rate, practices could differ among agencies in the public sector. To reduce the potential for a multiplicity of rates being used, the federal Treasury Board has set a real rate of l0 percent as the official discount rate to be used by all agencies and ministries of the federal government. There is a difficulty with a fixed rate when economic conditions are changing such as in the early l990s when inflation fell substantially and nominal interest rates decreased as well. We can conclude that although discounting is widely accepted, the rate controversy is far from being resolved. 

Discounting and Future Generations 

The logic of a discount rate, even a very small one, is inexorable. A billion dollars, discounted back over a century at 5 percent, has a present value of only slightly over $7.6 million. The present generation, considering the length of its own expected life, may not be interested in programs having very high, but long-run, payoffs like this The logic is even more compelling if we consider a future cost. One of the reasons that environmentalists have looked askance at discounting is that it can have the effect of downgrading future damages that result from today's economic activity. Suppose today's generation is considering a course of action that has certain short-run benefits of $l0,000 per year for 50 years, but which, starting 50 years from now will cost $l million a year forever. This may not be too unlike the choice faced by current generations on nuclear power, or on global warming. To people alive today the present value of that perpetual stream of future cost discounted at l0 percent is only $85,000. These costs may not weigh particularly heavily on decisions made by the current generation. The present value of the benefits ($l0,000 a year for 50 years at l0 percent, or $99,l48) exceeds the present value of the future costs. From the standpoint of today, therefore, this might look like a good choice, despite the perpetual cost burden placed on all future generations. 

The problems associated with using positive discount rates for environmental programs with long-run impacts are difficult to resolve. Exhibit 6- l, is a news clip illustrating some of the differences on this point among economists. Many take the view that for long-run environmental projects the appropriate discount rate is zero. But we have to be very careful here. A great deal of harm has been done to natural and environmental resources by using very low discount rates to evaluate development projects. With low discount rates, it's often possib1e to justify very disruptive public infrastructure projects because enough distant and uncertain benefits can be accumulated to outweigh the tremendous near-term costs. 

EXHIBIT 6-1

'WHAT A DIFFERENCE A DISCOUNT MAKES

Bruce Stokes

In 1908, when Thomas Jefferson planted the stately tulip poplars that grace the west front lawn at Monicello, he did so knowing full well that he would never benefit from their shade on a muggy Virginia Summer afternoon. By the time the poplars' boughs spread their leaf y canopy over Monticello's lawn, Jefferson would long be dead.

For his investment of time and money, the immediate return he received was nil. Yet, by all accounts, Jefferson never once considered not planting the poplars.

Jefferson's paradox—investments in the environment often cannot be justified on purely economic grounds--is at the heart of today's debate between environmentalists and economists over what 1o do about global warming.

In assessing the costs and benefits of building a factory, erecting a bridge or putting a scrubber on a smokestack, it is standard practice for economists to compare the benefits to be gained from the investment with the potential return that might be generated if the money were used in some other way. That estimated rate of return is called the discount rate. Corporations frequently use a 15 percent discount rate to weigh new investments. The World Bank uses double-digit rates, and the U.S. government often relies on rates of more than 10 percent.

The choice of a discount rate can make or break the case for investing in the environment. Suppose, for example, that scientists agree that a particular pollutant will cause $100 million in damage in the year 2092. Society has two economic choices: invest now in pollution abatement technology to avoid the damage, or channel the investment elsewhere on the assumption that a century fr0m now, the economy will be richer as a result and thus will be better able to absorb the costs of any damage to the environment.

In weighing this decision, if policy makers assume that for every $1 they invest now, they can get $1 .10 next year (applying, in essence, a 10 percent discount rate), it would be fiscally irresponsible to spend more than $7,305 on pollution control now to avoid $100 million in cleanup costs 100 years from now. lf the current pollution control costs are even a dollar higher, economists conclude that it would be better to invest the money in roads or education (which have a higher return) and compensate the victims of pollution down the road.

The assessment of the proposed pollution abatement action changes radically, however, if a 2 percent discount rate is used. At that assumed rate of return, nearly $14 million in expenditures for pollution control are economically justifiable today to avoid $100 million in costs a century from now.

"This illustrates," said William R. Cline, a senior fellow at the Institute for International Economics, "that those who prefer discount rates of 10 percent can, for all practical purposes, dismiss global warming 100 years from now, because however catastrophic it might be, it is worth only a few dollars today to try to avert it."

In his recent book, Global Warming: The Economic Stakes (Institute for International Economics, 1992), Cline suggests using a 2 percent discount rate—a figure based on the expected future growth in per capita income, plus an allowance for the cost of capital—to justify an aggressive and expensive effort to slow global warming.

Nobel prize-winning economist James Tobin, a professor emeritus at Yale University, concurred with Cline's choice of a discount rate. "For long-run things, one should not use interest rates set in the market," Tobin said. The use of current interest rates to assess the economics of environmental projects only "reflects the impatience of those on the globe who would like their goodies now," he added.

Lawrence H. Summers, the chief economists at the World Bank, disagrees. He argued that the compelling needs of the poor and the uncertainty over future climate changes justify using the same discount rate for global warming projects as is applied to sanitation or education projects in the Third World.

"Do I sacrifice to help those in the future or help the one billion extremely poor people who share the planet Earth with me today?" Summers said. "I hold no greater grief for people who will die 100 years from now from global warming than for people who will die tomorrow from bad water."

Source: National Journal, May 30, 1992. 
One factor that comes into play, and that is hard to pin down, is the extent to which the current generation is sensitive to the needs of future generations as it makes its decisions. Clearly it has, to some extent, through regard for future family members, the desire to leave something for descendants, and generally a social conscience that leads people to care about the distant future. But are these motives strong enough to be sure that future generations are adequately represented today?

Given these uncertainties about discounting when looking at very long-run environmental impacts, we may want to fall back on additional criteria to help us in making current decisions. One of these might be the concept of sustainability that we have discussed in earlier chapters. Sustainability connotes the idea that we should avoid courses of action that reduce the long-run productive capabilities of our natural and environmental resource base. In practice the concept is very difficult to pin down, and we will have much more to say about it in a later chapter on environment and economic development.

Distributional Issues 

The relation of total benefits and total costs is a question of economic efficiency. Distribution is a matter of who gets the benefits and who pays the costs. In public-sector programs, distributional matters must be considered along with efficiency issues, which implies that benefit-cost analyses must incorporate studies of how net benefits are distributed among different groups in society. In this section we introduce some of the main concepts of distribution analysis. 

The distribution of benefits and costs is primarily a matter of equity, or fairness. There are two main types of equity: horizontal and vertical. Horizontal equity is a case of treating similarly situated people the same way. An environmental program that has the same impact on an urban dweller with $20,000 of income as on a rural dweller with the same income is horizontally equitable. Consider the following numbers; they refer to the annual values of a particular program accruing to three different individuals who, we assume, all have the same income. Abatement costs show the costs of the program to each individual; these may be higher prices on some products, more time spent on recycling matters, higher taxes, or other factors. The reduced damages are measures of the value of the improvements in environmental quality accruing to each person.

Person A      Person B      Person C 

Reduced environmental damages ($/year)      60           80          120 

Abatement costs ($/year)                   40           60           80 

Difference                               20           20           40


Costs and reduced damages are different for individuals A and B, but the difference between them ($20/year) is the same; hence the difference as a proportion of their income is the same. With respect to these two people, therefore, the program is horizontally equitable. It is not, however, for individual C, because this person experiences a net difference of $40/year. Since Person C is assumed to have the same income as the other two people, he or she is clearly better off as a result of this program; horizontal equity in this case has not been achieved.

TABLE 6-3 VERTICAL EQUITY*


Person A         Person B         Person C

Income                          5,000           20,000           50,000

Program 1

Reduced damages              150 (3.0)         300 (1.5)         600 (1.2)

Abatement costs               100 (2.0)         100 (0.5)         100 (0.2)

Difference                   50 (1.0)         200 (1.0)         500 (1.0)

Program 2

Reduced damages              150 (3.0)        1,400 (7.0)       5,500 (11.0)

Abatement costs               100 (2.0)          800 (4.0)       3,000 (6.0)

Difference                   50 (1.0)          600 (3.0)       2,500 (5.0)

Program 3

Reduced damages             700 (14.0)         2,200 (11.0)     3,000 (6.0)

Abatement costs               200 (4.0)         1,000 (5.0)      1,500 (3.0)

Difference                 500 (10.0)         1,200 (6.0)      1,500 (3.0)


*Figures in the table show annual monetary values. Numbers in parentheses show the percentage of income these numbers represent.
Vertical equity refers to how a policy impinges on people who are in different circumstances, in particu1ar on people who have different income levels. Consider the numbers in Table 6-3. These show the impacts, expressed in monetary values, of three different environmental quality programs on three people with, respectively, a low income, a medium income, and a high income. In parentheses next to each number is shown the percentage that number is of the person's income level. Note, for example, the "difference" row of Program l; it shows the difference between how much the person benefits from the program (in terms of reduced environmental damages impinging on him) and how much it will cost him (in terms of the extent to which he will bear a part of the abatement costs of the program). Note that this net difference represents l percent of the income of each person. This is a proportional impact; i.e., it affects the people of each income level in the same proportion.

Program 2, on the other hand, is regressive; it provides higher proportional net benefits to high-income people than to low-income people. Program 3 has a progressive impact because net benefits represent a higher proportion of the lower-income person's income than it does of the rich person's income. Thus an environmental program (or any program for that matter) is proportional, progressive, or regressive, according to whether the net effect of that policy has proportionally the same, greater, or less effect on low-income people as on high-income people.

We need to note also that although the net effects of a program may be distributed in one way, the individual components need not be distributed in the same way. For example, although the overall effects of Program 2 are regressive, the abatement costs. of that program are in fact distributed progressively (i.e., the cost burden is proportionately greater for high-income people). In this case damage reduction is distributed so regressively that the overall program is regressive. So also in Program 3; although the overall program is progressive, abatement costs are distributed regressively. 

These definitions of distributional impacts can be mis1eading. A program that is technically regressive could actually distribute the bulk of its net benefits to poor people. Suppose a policy raised the net income of one rich person by l0 percent, but raised each of the net incomes of l,000 poor people by 5 percent. This policy is technically regressive although more than likely the majority of its aggregate net benefits go to poor people. 

It is normally very difficult to estimate the distributiona1 impacts of environmental programs, individually or in total. To do so requires very specific data showing impacts by income groups, race, or other factors. In general, environmental and health data have not been routinely collected by income and race. Thus, data on environmentally related diseases don't typically allow the comparison of differences across socioeconomic and racial groups. Nor is it easy to estimate how program costs are distributed among these groups, because these depend on complex factors related to tax collections, consumption patterns, the availability of alternatives, and so on. Despite the difficulties, however, benefit-cost analyses should try to look as closely as possible at the way in which the aggregates are distributed through the population. 

Uncertainty 

In applications of benefit-cost analysis to natural and environmental resources we are projecting events well off into the future, and when we do this we run squarely into the fact that we have no way of knowing the future with certainty. Our uncertainty can arise from many sources. We may not be able to predict the preferences of future consumers, who may feel very differently than we do about matters of environmental quality. For studies of the long-run impacts of global warming, future population growth rates are important, and it is impossible to know these with certainty. Uncertainty may arise from technological change. Technical advancement in pollution-control equipment or in the chemistry of materials recycling could markedly shift, future costs of achieving various levels of emission control. Nature itself is a source of uncertainty. Meteorological events can affect the outcomes of pollution-control programs; for example, in some cases we are still uncertain of the exact way human activities impact natural phenomena. 

How should we address the fact that future benefits and costs are uncertain; that is, that future outcomes are "probabilistic"? If we know something about how these future probabilities manifest themselves, we may be able to estimate the "most likely” or "expected" levels of benefits and costs. Consider the problem of predicting the effect of certain policy changes on oil spills. In any given year we may have no tanker accidents, or one, or several; the exact number is uncertain. But we want a way to talk about the annual number of spills we could anticipate under different types of oil-spill control policies. One way of doing this is to estimate the expected value of oil spills we would anticipate in a year's time. Where would we get the information for this? If we have been collecting data over a long period of time, we might know something about actual long-run averages. If we don't have information like this, we might have to fall back on estimates provided by engineers, scientists, or people familiar with the problem. Assuming we can get information of this type, we could develop a probability distribution of the number of oil tanker accidents, as shown in Table 6-4. This shows the probabilities of having different numbers of tanker accidents in a year. For example, the probability is 0.77 that we will have no tanker accidents, 0.l2 that we will have one accident, 0.07 that we will have two accidents, and so on. Having obtained probabilities, we can then calculate the expected value of oil spills in a year's time. In effect this is the average number of oil spills we would experience each year over a period of time many years long. This is done by calculating a weighted average, as shown in Table 6-4. According to this calculation, the expected number of tanker accidents is 0.39 per year. We could then go on and estimate the expected quantity of oil that will be spilled and, perhaps, the expected value of damages. Thus, in this case of uncertainty, we are able to proceed by estimating expected values of probabilistic events, in particular the expected values of benefits and costs.

TABLE 6-4 Calculating the Expected Number of "Large" Oil Spills*


Expected value of the

Number of spills          Probability                    number of oil spills


0                         0.77                           0 × 0.77 = 0

1                         0.12                           1 × 0.12 =0.12

2                         0.07                           2 ×0.07 = 0.14

3                         0.03                           3 ×0.03 = 0.09

4                         0.01                           4 ×0.01 = 0.04

Over 4                     --                                  -- 

Expected value:0.39
*These are illustrative numbers only.

This approach is appropriate if we have reliable estimates of the probabilities of future events. But in many cases these may not be available, because we have not had enough experience with similar events to be able to know the future probabilities of different outcomes with any degree of confidence. One possibility here, made possible by the modern computer, is to carry out a scenario analysis. Suppose we are trying to predict the long-run costs of reducing CO2 emissions as a step toward lessening the greenhouse effect. These costs depend critically on the future pace of technological developments affecting the energy efficiency of production. We have little experience with predicting technical change over long periods of time, so it is unrealistic to try to estimate the probabilities that technical change will occur at different rates. Instead, we run our analysis several times, each time making a different assumption about the rate at which technical change will occur. Thus, our results might consist of three scenarios, with different results based on whether future technical change is "slow," "moderate," or "fast." 

There is another difficulty that you should be aware of in using expected values on which to base decisions. These are appropriate if we are analyzing a relatively large number of recurrent situations, where good results in some will outweigh bad results in others. In the oil-spill case, we expect the annual number of spills to approach its expected value. But for unique events that will occur on1y once, we may want to look beyond expected values decisions. Consider the following numbers: 

Program A                             Program B

Net benefits         Probability          Net benefits         Probability


$500,000              0.475             $500,000            0.99

$300,000              0.525            $10,000,000           0.01

Expected value:       $395,000           Expected value:     $395,000

 These two programs have exactly the same expected value. But suppose we had only a one-time choice between the two; perhaps it relates to the choice of a nuclear versus a conventional power plant to generate electricity. With A the net benefits are uncertain, but the outcomes are not extremely different and the probabilities are similar—it's very nearly a 50-50 proposition. Program B, on the other hand, has a very different profile. The probability is very high that the net benefits will be $500,000, but there is a small probability of a disaster, where there would be large negative net benefits. If we were making decisions strictly on the basis of expected values, we would treat these projects as the same; we could flip a coin to decide which one to choose. If we did this, we would be displaying risk-neutral behaviour-making decisions strictly on the basis of expected values. On the other hand, if this is a one-shot decision, we might decide that the low probability of a large loss in the case of project B represents a risk to which we do not wish to expose ourselves. In this case, we might be risk averse, preferring Project A over B.

There are many cases in environmental pollution control where risk aversion is undoubtedly the best policy. The rise of planetary-scale atmospheric change opens up the possibility of catastrophic human dislocations in the future. The potential scale of these impacts argues for a conservative, risk-averse approach to current decisions. Risk-averse decisions are also called for in the case of species extinction; a series of incremental and seemingly small decisions today may bring about a catastrophic decline in genetic resources in the future, with potentially drastic impacts on human welfare. Global issues are not the only ones where it may be prudent to avoid low risks of outcomes that would have large negative net benefits. The contamination of an important groundwater aquifer is a possibility faced by many local communities. And in any activity where risk to human life is involved, the average person is likely to be risk averse.

RISK ANALYSIS

The importance of risk in environmental management has led in recent years to modes of analyses specifica1ly directed at this dimension of the problem. Risk analysis essentia1ly covers two types of activities: risk assessment and risk management.

Consider the case of a hazardous waste dump into which a hazardous chemical has been dumped over the years. Suppose also that the people of a nearby community rely on a groundwater aquifer for their water supply. In a situation like this a risk assessment can be carried out to determine the size and significance of the risk the site poses to people in the community. One part of this is to determine the risks that the chemical might end up contaminating the aquifer. This requires engineers, hydrologists, etc., who can study the physical aspects of the landfill and surrounding area. A second element is to study the likely impacts on the health of community residents if the aquifer is contaminated. This involves taking the predicted chemical levels to which people in the community would be exposed if contamination occurred, and estimating the resulting health effects, such as, for example, the expected number of increased cases of cancer. This would call on dose-response relationships that scientists have developed in analyzing this particular substance. Often this type of information will come from laboratory studies with animals, the results of which are then extrapolated to human beings.

Economics comes into risk assessment in determining how much people value alternative situations involving differing risk levels. In our terminology, this is the estimation of peoples' wi1lingness to pay for changes in 1evels of risk to which they are exposed. Experience has shown that the scientific results of relative risks stemming from different sources may not agree very well with how people actually feel about different types of risk. For example, people may be willing to pay substantial sums to have a chemical taken out of their water supply even though the health risk is relatively low; whereas they may not be willing to pay much for improved seat belts, which would reduce their overall risk by a great deal. 

Risk management refers to public policies that have as their objective the reduction of risks to which humans are exposed. In the landfill example, after the levels and significance of the risk have been established, the problem becomes one of considering different policy options for managing the landfill and the water supply system. This could call upon comparative risk analysis, the investigation of different policy options and the levels of risk each would produce.

Risk management also ca1ls on risk-benefit analysis. Suppose an administrative agency, such as the EPA, is considering whether a particular pesticide should be allowed on the market. It might do a study comparing the benefits farmers and consumers would gain, in the form of production cost savings, when the pesticide is used to the increased health risks to farm workers, who must handle it, and possibly to consumers if there are pesticide residues on the marketed crop. In essence this is a benefit-cost analysis in which the cost side is treated more explicitly in terms of risk.

SUMMARY 

In previous chapters we put the issue of environmental improvement in a trade-off type of format, where we have willingness to pay (benefits) on one side and abatement costs on the other. In this chapter we started to focus on the problem of measuring these benefits and costs. To do this researchers have to use some underlying analytical framework to account for these benefits and costs. We considered several types of frameworks (impact analysis and cost-effectiveness analysis), then settled on the primary approach used in resource and environmental economics: benefit-cost analysis. The rest of the chapter was devoted to a discussion of the main conceptual issues involved in benefit-cost analysis. These are:

· The basic analytical steps involved,

· Determining the appropriate size of a project or program,

· The difference between net benefits and the benefit-cost ratio as a decision criterion, 

· Discounting,

· Distributional issues, and 

· Uncertainty. 

Having discussed the basic structure of benefit-cost analysis, we will turn now to problems of actually measuring the benefits and costs of specific environmental programs.

Chapter 7 Benefit-Cost Analysis: Benefits

We have already made the connection between benefits and willingness to pay. The benefits of something are equal to what people are willing to pay for it, remembering the provisos about the distribution of income and the availability of information. If we want to estimate peoples' willingness to pay for potatoes, we can go and observe them buying potatoes--so many potatoes at such-and-such prices—and develop a good idea of the value people place on this item. But we can't do this when valuing changes in environmental quality. There are no markets where people buy and sell units of environmental quality, so we can't measure consumer benefits directly the way we can with potatoes. Instead, we have to fall back on indirect means. As one environmental economist has put it: “benefit estimation often involves a kind of detective work for piecing together the clues about the values individuals place .on [environmental services] as they respond to other economic signals.”
The measurement of benefits is an activity pursued on many levels. For an analyst working in an environmental agency, it can turn into a plug-in-the-numbers exercise. So many acres of clambed destroyed (information provided by a marine biologist) times the going price of clams (provided by a quick trip to the local fish market) equals damages of water pollution in the "X" estuary. At the other extreme, for an environmental economist whose interest is in extending the technique, it can be an excursion into sophisticated means of squeezing subtle information from new sets of data. Our path in this chapter will lie between these extremes. We will review the main techniques environmental economists have developed to measure the benefits of improvements in environmental quality. We will try to understand the economic logic lying behind these techniques, without getting bogged down in a1l the theoretical niceties and statistical details.

MEASURING DAMAGES DIRECTLY

When environmental degradation occurs, it produces damages; our emissions control model of Chapter 5 is based in part on the relationship between emissions and marginal damages. So in a very direct sense the benefits of improved environmental quality come about because of reduced damages. To measure a complete emissions damage function, it is necessary to go through the following steps:

1 Measure emissions,

2 Determine the resulting ambient quality,

3 Estimate human exposure,

4 Measure impacts (health, aesthetic, recreation, etc.),

5 Estimate the values of these impacts.

The first three of the steps are largely the work of physical scientists. Models that show the relation between emissions and ambient levels are often called diffusion models. Step 4 involves economists to some extent, but also biological scientists and epidemiologists. The linkage of Steps 3 and 4 is often called a dose-response function. This means estimating the response in terms, for example, of human mortality and morbidity to varying exposure leve1s to environmenta1 pollutants. Step 5 is where economics comes strongly into play, in estimating the values associated with different impacts as identified in the previous step. It might appear easy to measure benefits by measuring damages directly, but this will turn out not to be the case. To understand this let us look at several approaches that have been made in the past to measuring damages directly.

Health Damages

Some of the most important damages caused by environmental pollution are those related to human health. Air pollution, especially, has 1ong been thought to increase mortality and morbidity among people exposed to it, certainly in the episodic releases of toxic pollutants, but a1so from long-run exposure to such pollutants as SO2 and particulate matter. Diseases such as bronchitis, emphysema, and lung cancer are thought to be traceable in part to polluted air. Estimates of the health costs of air pollution suggest that many billions of dollars are lost each year. Water pollution also produces health damages, primarily through contaminated drinking water supplies. So the measurement of the human health damages of environmental pollution is a critical task for environmental economists.

Fundamental to this work is the underlying dose-response relationship showing the relationship between human health and exposure to environmental pollution of various types. Many factors affect human health—lifestyles, diet, genetic factors, age, etc.—besides ambient pollution levels. To separate out the effects of pollution, one has to account for all the other factors or else run the risk of attributing to pollution effects that are actually caused by something else. This calls for large amounts of accurate data on health factors as well as the numerous suspected causal factors. Some of this—air or water quality, mortality statistics, etc.—may be available from published sources, but these may be too highly aggregated to give accurate results. Similarly, although published data may give us information on, for example, average air-pollution levels in certain areas of a city, it doesn't give completely accurate exposure data because that depends on how long individuals have lived in that environment. In a mobile society it's hard to develop accurate exposure data for people, since they may have lived in a variety of places throughout their lives. Epidemiologists have developed extensive experience with panel data, information developed through in-depth interviews with people about their lifestyles, consumption habits, locational history, etc.

The first major study of air pollution and human health was done in the U.S. by Lave and Seskin in the l970s. The data were for l969 and refer to published information on standard metropolitan statistical areas (SMSAs). They concluded that, in genera1, a l percent reduction in air pollution produces a 0.l2 percent, reduction in death rates. Since that study, researchers have examined these and other data on health and pollution to improve the statistical procedures and add new explanatory variables. One conclusion is that the results one gets are very sensitive to the data used and the way they are handled, which means we are still very uncertain about the exact links between air pollution and human mortality rates. 

The same conclusion holds for the dose-response function with respect to human morbidity. Morbidity refers to the incidence of disease, so it can be expressed in different ways. One study looks at the relationship between air pollutants and morbidity expressed in two ways: (l) days absent from work and (2) days affected by ill health. The author found no connection between these variables and sulfur pollution but did find an effect for total suspended particulates. Other morbidity studies have been carried out on air pollution and water pollution, but there is certainly no consensus yet on the underlying relationships. Much more work remains to be done.

The main work of economists comes after the dose-response research, in putting values on the various health impacts. How should we approach placing a value on a life prematurely shortened or on a debilitating il1ness suffered as a result of exposure to environmental pollutants? Your first reaction may be that it's a dubious moral exercise to try to attach a monetary value to a human life. Is not life "priceless"? In a sense it is. If you stop a person in the street and ask her how much her life is worth, you may not get an answer because the question seems to violate a common moral standard. Nevertheless, society as a whole--that is, all of us acting collectively—doesn't behave that way. In fact, through our collective decisions and behaviour, we implicitly assign values to human lives. The clearest place to see this is in traffic control. Each year thousands of people are killed on the nation's highways. Yet we do not see a massive outpouring of funds to redesign highways, slow traffic, make substantially safer cars, etc. This is because we are making an implicit trade-off between traffic deaths and other travel-related impacts, especially the benefits of reasonably fast and convenient travel. The same may be said of other risky technologies and practices of which modern life is replete. Thus, despite the mora1 prescriptions about the ultimate values of human life, it makes sense to examine the values that society actually places on lives and human health in the everyday course of its operation.

For some years it was standard procedure to estimate hea1th damages by looking at such things as increased monetary expenditures on health care and reductions in worker productivity accompanying deteriorated health and shortened lives. For example, we might try to measure the value of a human life by looking at the economic contribution that society forgoes when that life is stopped. Over their working lives people contribute to the production of useful goods and services enjoyed by others in society. When they die, this productivity ceases; thus, we might estimate the cumulative value of production that they would have produced had they lived. Lost productivity would vary among individuals, as a function of their age, skills, employment history, etc., so we might take averages for people in different categories. Using the same logic, we might estimate the value of reduced morbidity by measuring the value of increased production this wou1d make possible.

Another direct approach at measuring health damages is to look at medical expenditures. As health is affected by increasing pollution we would expect increased medical expenditures, on hospitals, doctors, rehabilitation, etc. Reducing pollution would,

therefore, lead to a reduction in medical expenditures, which can be counted as a benefit of the environmental change.

Other Types of Damages

Some types of air pollution have been implicated in damages of agricultural crops. One way of measuring these might be to take the dose-response information developed by physical and natural sciences and use it to predict the increased yields resulting from the amelioration of a particular case of air pollution. These increased yields would then be multiplied by the market price of the item to get a measure of the benefits of the improved air qua1ity.

Another type of direct damage estimation might be applied to materials damage. Air pollution in urban areas has been shown to lead to deterioration in exposed materials, from buildings to outdoor sculpture. These damages might be measured by looking at the increased maintenance costs required to keep these materials from deteriorating.
Problems with Direct Damage Approaches 

The basic problem with direct damage estimates like this is that they are almost a1ways seriously incomplete. Consider the case of measuring health damages by lost productivity and medical expenditures. We note, first, that these are market measures. They measure the value of marketed goods and services a person might, on average, produce. So the many nonmarket contributions people make, both inside and outside the home, don't get counted. This method would also assign a zero value to a student unable to work, or a retiree. There is also the question of whether a person's consumption should be subtracted from his production to measure his actual net contribution. This might seem reasonable but, if we do this, we would be forced into awkward conclusions, such as that the premature death of a welfare recipient would be a benefit to society. There are numerous monetary, as well as psychic, benefits received by others—friends and relatives, for example—that the productivity measure does not account for. Nor does it account for the pain and suffering of illness. Thus, although the productivity approach may be useful in some circumstances, it can give misleading results in others. The same may be said of using medical expenditures to estimate damages from reduced environmental quality. Suppose we estimate the damages to a woman of getting a head cold. We come up with an estimate of $l .27, the cost of the aspirin she will consume to reduce the discomfort. This probably wou1d be a serious understatement of the true damages of the cold. If she were asked how much she would be willing to pay to avoid the cold, the answer is likely to be substantially more than the cost of the aspirin. This is perhaps an unfair example because major medical expenditures for a person suffering from air pollution-induced lung cancer are much more significant than a bottle of aspirin. Nevertheless, because of problems like these we must turn back to our fundamental concept for determining value: willingness to pay. 

WILLINGNESS TO PAY 

The problem with the direct approach to damage estimation discussed above is that it is usually incomplete. This is a difficulty with measurement, not with the concept. A marginal damage function shows the changes in damages suffered by people or other elements of the ecosystem when exposed to pollution or environmental alteration. We must think of "damages" in the broad sense; it includes what we would think of as direct physical damage, such as health impacts, but also such impacts as degradation of the aesthetic quality of the environment (e.g., lowered visibility or psychic damage). In other words, "damages" include all the negative effects of the airborne emissions. Looked at from a different perspective, the marginal damage function for increases in emissions is the same as the demand/willingness-to-pay function for decreases in emissions. If a small increase in emissions causes a person $l0 in increased damages, the maximum he would be willing to pay to decrease emissions by that small amount would presumably be $l0. We want to focus, therefore, on willingness to pay for environmental improvements. 

There are essentially three ways of trying to find out how much people are willing to pay for improvements in environmental quality. We can illustrate them by considering a case of noise pollution. One feature of the modern world is high-speed roadways (highways, expressways, freeways, and turnpikes), and a major characteristic of these roads is that the traffic on them creates noise. Thus, the people who live nearby suffer damages from this traffic noise. Suppose we would like to estimate the willingness to pay of people living near highways to reduce traffic noise. How might we do this?

1 The homeowners themselves may have made expenditures to reduce the noise levels inside their homes. For example, they may have installed additional insulation in the walls of their homes or put double-thick glass in the windows. When people make expenditures like this, they reveal something about their willingness to pay for a quieter environment. In general, then, if we can find cases where market goods are purchased in order to affect a consumer's exposure to the ambient environment, we may be able to analyze these purchases for what they say about the value people place on changes in that ambient environment.

2 The noise in the vicinity of the road may have affected the prices that people have paid for the houses there. If two houses have exactly the same characteristics in all respects but the level of exterior noise, we would expect the one in the noisier environment to be less valuable to prospective buyers than the one in the quieter environment. If the housing market is competitive, the price of the noisier house would be lower than the other one. Thus, by looking at the difference in house prices we can estimate the value people place on reduced noise pollution. In general, therefore, any time the price of some good or service varies in accordance with its environmental characteristics, we may be able to analyze these price variations to determine people's willingness to pay for these characteristics.

3 Both of the foregoing techniques are indirect, in the sense that they look for ways of analyzing market data to find out what they imply about the willingness to pay of people for closely associated environmental characteristics. The third way is deceptively direct. We could conduct a survey among homeowners and ask them how much they would be willing to pay for reductions in noise levels around and inside their homes. This direct survey approach has received a lot of attention from environmental economists in recent years, primarily because of its flexibility. Virtually any feature of the natural environment that can be described accurately to people can f be studied by this method. 

In the remainder of the chapter we will examine some of the ways these approaches have been applied to estimate the benefits of improvements in environmental quality.

WILLINGNESS TO PAY: INDIRECT METHODS

The thought behind these indirect approaches is that when people make market choices among certain items that have different characteristics related to the environment, they will reveal the value they place on these environmental factors. Perhaps the most important is what they reveal about the values of health and human life.

The Value of Human Health as Expressed in "Averting" costs 

Air and water pollution can produce a variety of adverse health conditions, ranging from slight chest discomfort or headaches all the way to acute episodes requiring hospital care. People often make expenditures to try to avoid, or avert, these conditions, and these averting costs are an expression of their willingness to pay to avoid them. A number of studies have been done in which these averting expenditures have been analyzed for what they tell about willingness to pay. One study was done of a sample of people in the Los Angeles area in 1986 looking at expenditures they made to avoid a variety of respiratory symptoms. Expenditures included such things as cooking with electricity rather than gas, operating a home air conditioner, and driving an air conditioned car. Their estimates of the willingness to pay to avoid various respiratory symptoms ranged from $0.97 for shortness of breath to $23.87 for chest tightness.

The Value of Human Life as Expressed in Wage Rates 

Diminished air quality and contaminated water can lead to deteriorated health and death. How are these impacts to be va1ued? It is tempting to say "human life is beyond measure," but that is not the way people behave in the real world. We can see by casual observation that individuals do not, in fact, behave as if prolonged life, or the warding off of disease, is in some sense an ultimate end to which all their resources must be devoted. We see people engaging in risky activity, in some sense trading off risk for the benefits received. Almost everybody drives a car, some people smoke, some rock climb, many strive to get tans, and so on. We also see people allocating portions of their income to reducing risk; buying locks, installing smoke alarms, staying away from dark places at night. And we observe people making differential judgments of their own worth; parents with children buying more life insurance than single people, and so on. All of which suggests that people treat the risk of death in a reasonably rational manner, and that we could use willingness to pay as a way of evaluating the benefits of reducing the risk of death or illness. 

But we must be clear on exactly what is involved. There is a joke about the stingy millionaire, walking down a street, who gets held up. The robber points a gun at her and says, "Your money or your life," and the victim replies f "Ah, let me think about that." Estimating the willingness-to-pay value of a human life does not involve this kind of situation. We do not ask people to express their willingness to pay to save their own lives. Under some circumstances a person presumably will be willing to give everything he owns. But these are not the kinds of situations people normally face. When one expresses a willingness to pay for reducing air pollution, the relevant concept is the value of the statistical life, not the life of some particular individual. This does not imply that people are assumed to care only about the average, or random, person, and not certain specific people. People obviously feel closer to their relatives, friends, and neighbours than to strangers. What is involved is the value of rearranging the living conditions of a large group of people by, for examp1e, reducing their exposure to environmental pollutants, in order to lower the probability that some randomly determined individual from the group will suffer illness or premature death. Suppose that the average person in a group of l00,000 people wou1d be willing to pay $5 to lower the probability of a random death among members of that group from 7 in l00,000 to 6 in l00,000. Then the total willingness to pay is $5(l00,000) =$500,000, which is the value of a statistical life based on willingness to pay.

Using willingness to pay to measure health benefits has the virtue of being consistent with other types of economic demand studies, and it recognizes that even with something as important as health care, it is peoples' evaluations of its worth that should count. But we need to use the concept with care. In any real-world situation, willingness to pay implies ability to pay; one cannot express a willingness to pay for something if one lacks the necessary income or wealth. So we must be sensitive to the income levels of people whose demand we are trying to measure. lf, in our analysis, we have included a substantial number of people with low incomes, the measured willingness to pay we obtain may be lower than justified. We may not want to lower the estimated health benefits of an environmental program simply because the target population has lower than average incomes.

Another feature about health care as a normal economic good is that people may be willing to pay for the health of others. Parents may not care if their daughter eats meat; her own willingness to pay is a good expression of her demand for meat. But they do care about her health and, to her own wi1lingness to pay for good health, they would be willing to add a substantial sum of their own. Thus, strictly individualistic measures of willingness to pay for health improvements may underestimate the true benefits of programs that increase health.

The most fully developed approach to measuring the willingness to pay for reducing risk to life is through industrial wage rate studies. In work situations, whether industrial, agricultural, mining, or marine, pollutants are often present in concentrated form because of seriously diminished ambient conditions in the vicinity of the production process, because production requires workers to hand1e relative1y large amounts of potentially harmful substances, or because accidents can lead to high-level exposure of workers to pollutants of various types. Many pollutants that pose few threats when dispersed throughout the general population may have substantial impacts in the concentrated amounts in which they occur in the workplace. Many cases of workplace exposure and damage have come to light in recent decades. "Black lung" from working in mines, "brown lung" from working in cotton mills, and severe lung damage from working with asbestos are examples. Agricultural workers handling pesticides are at risk from exposure to these toxic chemicals. 

If we study wage rates among different jobs that expose workers to different pollution-exposure risk, we may be able to measure the value people put on these reduced health risks. It's hard to get good data on workplace exposure to various pollutants. Where wage rate studies have been used more effectively is in measuring the value of reducing the risk of premature death. They have been used, in other words, to get at the problem of the value of a statistical life. Suppose there are two jobs similar in all respects except that in one, because of the type of machinery used, the risk of death is somewhat higher than in the other. Suppose that initial1y the wage rates in the two industries were the same. In this case it would obviously be preferable to work in the safer industry—same wage, lower risk. Workers would then seek to move from the dangerous to the safer industry. This would tend to drive down the wage in the safer industry and increase the wage in the other, as firms sought to keep workers from leaving that industry. Thus, a wage differential would evolve between the two industries; the amount of that differential would show how workers valued the differences between them in terms of risk of death. By analyzing wage differences like this, we can get a measure of the benefits people would get from reducing pollution-related premature deaths. 

Table 7-l summarizes some of the recent results of wage-rate studies done for the United States and United Kingdom aimed at estimating the value of a statistical life. Note that the estimates vary widely. What accounts for these differences? Different data and statistical techniques probably account for most of them. These studies are difficult because there are many other factors that have to be taken into account and because it is hard to get exactly the right data. For example, most worker accident and wage data apply to industry groupings, and within these groups there may be substantial variation among individual firms, not only because of technological differences among them but also because some firms may have done a lot more than others to make the workplace safer. It's also the case that wage-rate studies like this are predicated on the reasonably efficient working of the labour market, and this may not be the case in some industries. Union agreements, collusion among firm managers, and lack of information can upset the competitive wage-making process in some industries. Another problem is that the analyst may have an objective measure of risk to health, but the risk perceived by the worker cou1d be quite different. This again breaks the link between wage rates and the benefits people get from lower pollution levels. These problems do not mean that these studies are not useful, only that we have not yet reached a point where they are giving us a consistent story.

The Value of Environmental Quality as Expressed in House Prices 

The wage-rate studies above estimate the willingness to pay to be exposed to lower risk of death; that is, the willingness to pay for a specific consequence of being exposed to higher levels of environmental pollution. But there are wider benefits to a cleaner environment than hea1th benefits. A more inclusive approach to take is to examine peoples' willingness to pay to live in a less polluted environment. This would include the health effects but also other dimensions such as aesthetic impacts.

Suppose you had two houses that were exactly the same in terms of all their physical characteristics—number of rooms, floor area, age, etc.--as well as in locational factors—distance to neighbours, distance to shopping facilities, etc. But assume one house is located in an area of substantial air pollution, while the other is located in an area with relatively clean air. We would expect the market prices of these two houses to differ because of the air quality difference. This conclusion generalizes to a large housing market involving many properties. The surrounding air quality is essentially a feature of the location of a house so, as houses are bought and sold in the house market, air quality differences would tend to get "capitalized" into the market prices of the houses.* ( *By "capitalized" we mean that house prices adjust to reflect the present value of the stream of future damages to which homeowners would be exposed if they lived in the various houses. ) Of course, homes differ in many respects, not just in terms of air quality. So we must collect large amounts of data on many properties, then use statistical techniques to identify the ro1e played by air pollution, as well as of other factors. The technical name for this type of approach is "hedonic" analysis. When the price of something is related to the many characteristics it possesses, we can study patterns of price differences to deduce the value people place on one of those characteristics. 

TABLE 7-1 Value of Life in Occupational Risk Studies: the United States 

and the United Kingdom

Study                                Best estimate of value of a statistical life

(U.S. = $mil; UK = mil;1982 prices)


United States

Arnould/Nichols (1983)                            0.64

Dllingham (1979)                                 0.40

Olson (1981 )                                    7.10

Smith, R. (1976)                                  3.30

Thaler/Rosen (1975)                               0.57

Viscusi (1978)                                  2.90-3.90

United Kingdom

Marin/Psacharopoulos (1982)                       1.64

Velijanovski (1981 )                             3.39-4.59

Needleman (1979)                              0.13-0.72


The derivation a hedonic price function is done using statistical techniques. The analyst typically collects data on a sample of housing units sold over a particular time period. The relationship between housing prices and all the possible characteristics that might influence people's willingness to pay for each house is then estimated statistically. We can graph what is called a hedonic price function for a particular characteristic, say air quality (measured by an air quality index or AQI), holding all other characteristics constant. Figure 7-l panel (a) illustrates this relationship. The hedonic price function is shown as P(AQI; z) where z is all other characteristics that are held constant. The function is not a straight line to show that for most people, their marginal willingness to pay for a characteristic changes as more of the characteristic is supplied. At low levels of air quality, people willingness to pay for a small increase in air quality might be quite high. But if the level of air quality is already high, a small increase will not yield a large increase in willingness to pay. If we then take the slope of this hedonic price function for different levels of air quality, we obtain the hedonic demand function for air quality which depicts the marginal willingness to pay for each increment in air quality, again remembering that all other characteristics are held constant.*(*For those familiar with calculus, the hedonic demand function is found by taking the derivative of the hedonic price function with respect to the characteristic one wishes to examine. In this case, it is the API.)

Panel (b) of Figure 7-l illustrates a hedonic demand function, D(AQI;z). AQI is still on the horizontal axis, but the vertical axis now measures willingness to pay for air quality (AQ). This demand function can then be interpreted in the usual .way to estimate benefits of improving environmental quality. For a change in air quality from AQ0 to AQl, the area under the hedonic demand curve between these two levels shows the total benefits from that air quality improvement.
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FIGURE 7-1 Derivation of a Hedonic Demand Curve for Air Quality




Table 7-2 shows results from a number of studies in which economists have looked for impacts of air pollution on property values. The results are given in terms of elasticities, that is, percentage change in house prices for a 1 percent change in air pollution. Note that there have been numerous types of air pollutants studied, with similar results for different ones. They show that for sulfur pol1ution a l percent increase in ambient concentration is associated with a change in house prices of between 0.06 and 0.l2 percent. For particulates the sizes of the elasticities are quite similar.

TABLE 7-2 Home Prices and Air Pollution


City                     Year        Pollutant                    Results

St. Louis                 1960        Sulfation                   0.06-0.10

1963        Particulates                 0.12-0.14

Chicago               1964-1967   Particulates and sulfation         0.20-0.50

Washington              1970         Particulates                 0.05-0.12

1967-1968      Oxidants                   0.01-0.02

Toronto                  1961        Sulfation                   0.06-0.12

Philadelphia              1960         Sulfation                     0.10

1969.        Particulates                    0.12

Pittsburgh                1970       Dustfall and sulfation          0.09-0.15

Los Angeles           1977-1978     Particulates and oxidants           0.22


The same kind of approach might be used with some cases of water pollution. In Chapter 4 we used lake pollution to introduce the concept of a public good. Suppose a lake is surrounded by a number of residences. The market price of these homes will be affected by many things—their age, size, condition, etc. They will also be affected by the water quality of the lake. If this water quality degrades over time, we would expect the market va1ues of the surrounding properties to go down. The deteriorating water quality means that homeowners will obtain 1ess utility from living in that vicinity, other things remaining equal, and this will get capitalized into the values of the houses. One way we might approach measuring the benefits of cleaning up the lake is to estimate the overall increase in property values among the homes in the vicinity of the lake. We have to remember, however, that this is likely to be only a partial estimate of total benefits. If nonresidents have access to the lake or park, they would also be gaining benefits, but these would not show up in property value changes. Property value changes to measure benefits from pollution reduction can also be used in other situations; for example, in valuing the damage from noise around airports and major highways and in measuring the benefits flowing from urban parks.

The Value of Environmental Quality and Intercity Wage Differentials 

We talked about using wage-rate differences among jobs to measure the value of reducing health risks from pollution. Wage-rate studies have also been used to estimate the value of living in a cleaner environment. Suppose there were two cities, alike in every respect, but one has higher air pollution than the other. Suppose that initially wage rates in the two cities were equal. Since everything else is exactly the same, it would be more desirable to work in the less polluted city--same wage but less air pollution. Workers would, therefore, migrate to the cleaner city. In order to keep a labour force in the dirty city, one of two things must happen: the air must be cleaned up or a higher wage must be offered to offset the damages of living in more polluted air. So we cou1d study wage-rate differentials among cities with different degrees of, say, air pollution to measure the value that people place on cleaner air. And this would give us a way of estimating the benefits of cleaning up the air in the more polluted cities. 

The Effects of Pollution on Production Costs 

Air pollution can reduce crop yields on exposed farms; it call also reduce the growth rates of commercially valuable timber. Water pollution can adversely affect firms and municipalities that use the water for production purposes or for domestic use. Diminished water quality can also have a negative impact on commercial fishing industries. Soil contamination can have serious impacts on agricultural production. Pollution in the workplace can reduce the effectiveness of workers and can often increase the rate at which machinery and buildings deteriorate. In these cases the effects of pollution are felt on the production of goods and services. The damage caused by the pollution comes about because it interferes in some way with these production processes, in effect making it more costly to produce these outputs than it would be in a less polluted world. 

How we actually measure production-related benefits of reducing pollution depends on circumstances. Suppose we are looking at a small group of agricultural producers living in a certain region who will be affected by reduced airborne emissions coming from an upwind factory. Pollutants from the factory have depressed yields, so reducing emissions will cause yields to increase. The crop being produced is sold in a national market, and its price will be unaffected by the output changes in this one region. This situation is depicted in Figure 7-2. In this diagram, Sl is the supply curve for this group of farms before the improved air quality, S2 is the supply curve after the improvement. Price of the output is p1. Before the change, these farmers produce at an output level of ql, while after the improvement their output increases to q2.

One way of approximating the benefits of this environmental improvement is to measure the value of increased output produced by this group of farms. The increased output is simply multiplied by the price of the crop. This gives an estimate corresponding to the area (d + e) in Figure 7-2.

A number of studies have been done along these lines. Moskowitz et al. studied the effects of air pollution on alfalfa in the U.S. They measured the quantity of production lost because of air pollution and valued this loss at the going price of alfalfa. They found that air pollution was responsible for a loss in l974 of between $24 million and $2l0 million. The difference between these figures comes about because of uncertainties over the actual pollution dose the alfalfa received in that year. Another study was done by Page et al. to measure crop-related air-pollution losses in a six-state area. They estimated annual losses in the production of soybeans, wheat, and corn and then aggregated these to see what the present value total losses would be over the period 1976—2000. They came up with an estimate of. about $7 billion. 

Several Canadian studies have been done on the effects of ground-level ozone on crops. Ozone is seen as the most damaging air pollutant to crops in Canada. The value of reduced crop yields per year in southern Ontario ranges from $l7 to $70 million, depending on the year chosen. The reason the range is so large is that the number of severe ozone days varies per year. In the Fraser Valley of B.C., estimates of lost production are approximated at $8.8 million annually. 
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FIGURE 7-2 Benefits from Reduced Production Costs

A more refined approach to estimating the value of reducing pollution is possible. The problem with taking just the value of the increased output is that production costs may also have changed. When air pollution diminishes, farmers may actually increase their use of certain inputs and farm this land more intensively. How do we account for this possibility? Note that we can analyze the full change in the following way, using net incomes of the farmers (total value of output minus total production costs).

Situation before the change:

Total value of output: a + b + c 

Total costs: b + c 

Net income: a 

Situation after the change:

Total value of output: a + b + c + d + e 

Total costs: c + e

Net income: a + b + d.

Thus, the improvement in net incomes is (a + b + d) - a, or an amount equal area b + d in the diagram.

How we measure this amount depends on how much information we are able to get. If we have studied these farms and know their supply curves before and after the change, we can measure the increased net income directly. If we don't know the supply curves, another possibility might be to look at the increased values of agricultural land in the area. In many cases, added net incomes of this type will get capitalized into land values, and we can use the increased land values to estimate the benefits of the environmental improvements.

Materials Damage

Air pollutants cause damage to exposed surfaces, metal surfaces of machinery, stone surfaces of buildings and statuary, and painted surfaces of all types of items. The most heavily implicated pollutants are the sulfur compounds, particulate matter, oxidants, and nitrogen oxides. For the most part, the damage is from increased deterioration that must be offset by increased maintenance and earlier replacement. In the case of outdoor sculpture, the damage is to the aesthetic qualities of the objects.

In this case the dose-response relationship shows the extent of deterioration associated with exposure to varying amounts of air po1lutallts. The basic physical relationships may be investigated in the laboratory, but in application to any particular area one must have data on the various amounts of exposed materials that actually exist in the study region. Then it is possible to estimate the total amount of materials deterioration that would occur in an average year of exposure to the air of the region with its "normal" loading of various pollutants. One must then put a value on this deterioration. Taking a strict damage-function approach, we could estimate the increased cost of maintenance ( labour, paint, etc.) made necessary by this deterioration. But this would be an underestimate of the true damages from a wil1ingness-to-pay perspective. Part of the damages would be aesthetic, the reduced visual values of less sightly buildings and painted surfaces. We might get at these values through contingent valuation methods, discussed below. The maintenance cost approach would not be complete also if po1lution causes builders to switch to other materials to reduce damages.

The Value of Environmental Amenities as Expressed in Travel Costs

One of the first approaches that environmental economists use to estimate the demand for environmental amenities is a method that takes travel costs as a proxy for price. Although we don't observe people buying units of environmental quality directly, we do observe them travelling to enjoy, for example, recreation experiences in national and provincial parks, swimming and fishing experiences in lakes and streams, and so on. Travel is costly; it takes time as well as out-of pocket travel expenses. By treating these travel costs as a price that people must pay to experience the environmental amenity, we can under some circumstances estimate a demand function for those amenities.

By getting travel cost data for a large number of people, we can build up estimates of the aggregate willingness to pay for particular environmental amenities. Of course, we must get information on more than just their travel costs. Families will differ in terms of many factors, not just in terms of their travel costs to this park. They will have different income levels, they will differ in terms of the presence of alternative parks and other recreational experiences available to them, and so on. So surveys have to collect large amounts of data on many visitors in order to be able statistically to sort out all these various influences on park visitation rates. 

We can use this approach to estimate the benefits of improving the quality of the environment at the visitation site; for example, by improving the water quality at a recreation lake so that fishing is better. To do this we must collect information not only on the travel costs of recreators to a single recreation site, but on the travel costs to many different sites with differing natural characteristics. Then we can parse out the effects on visitation of various qua1itative aspects of different sites. From this we can then determine their willingness to pay for improvements in these qualitative changes.

WILLINGNESS TO PAY: DIRECT METHODS 

We come now to the direct approach to estimating willingness to pay, called the "contingent valuation" method. Contingent valuation (CV) is based on the simple idea. that if you would like to know the wil1ingness to pay of people for some characteristic of their environment, you can simply ask them. The word "simply" is a little extreme because it turns out not to be so simple, even though the basic idea seems straightforward. The method is called "contingent" valuation because it tries to get people to say how they would act if they were placed in certain contingent situations. Going back to our potatoes example, when we want to measure peoples’ willingness to pay for potatoes, we can actually station ourselves at stores and see them choosing in real situations. But when there are no real markets for something, like an environmental quality characteristic, we can only ask them to tell us how they would choose if they were placed in certain situations; that is, if they were faced with a market for these characteristics. 

Contingent value studies have been done to date for a long list of environmental factors: air quality, the value of view-related amenities, the recreational quality of beaches, preservation of wildlife species, congestion in wilderness areas, hunting and fishing experiences, toxic waste disposal, preservation of wild rivers, and others. In fact, CV methods have spread into nonenvironmental areas such as the value of programs for reducing the risks of heart attacks, the value of supermarket price information, and the value of a seniors companion program. Over time the method has been developed and refined to give what we think are reasonably reliable measures of the benefits of a variety of public goods, especially environmental quality.

The steps in a CV analysis are the following: 

1 Identification and description of the environmental quality characteristic to be evaluated. 

2 Identification of respondents to be approached, including sampling procedures used to select respondents.

3 Design and application of a survey questionnaire through personal, phone, or mail interviews (in recent years, focus groups have sometimes been used).

4 Analysis of results and aggregation of individual responses to estimate values for the group affected by the environmental change.

We can best appreciate the nature of CV analysis by looking more closely at the questionnaire design phase.

The Questionnaire

The questionnaire is designed to get people to think about and reveal their maximum willingness to pay for some feature of the environment. It has three essential components:

1 A clear statement of exactly what the environmental feature or amenity is that people are being asked to evaluate.

2 A set of questions that will describe the respondent in economically relevant ways, e.g., income, residential location, age, and use of related goods.

3 A question, or set of questions, designed to elicit willingness-to-pay responses from the respondent.

The central purpose of the questionnaire is to elicit from respondents their estimate of what the environmental feature is worth to them. In economic terms this means getting them to reveal the maximum amount they would be willing to pay rather than go without the amenity in question. A number of techniques have been used to get at this response. The most obvious is to ask people outright to provide the number with no prompting or probing on the part of the interviewer. Other approaches include using a bidding game, where the interviewer starts with a bid at a low level and progressively increases the value until the user indicates that the limit has been reached. Alternatively, the interviewer could start with a high figure and lower it to find where the respondent's threshold value is located. Another method is to give the respondents printed response cards with a range of values, then ask the respondents to check off their maximum willingness to pay. Exhibit 7-l presents some examples of questions used in several contingent valuation studies.

Some Results

One great advantage of contingent va1uation is that it is flexible and applicable to a wide range of environmental amenities, not just those that can somehow be measured in conjunction with some marketable good. Virtually anything that can be made comprehensible to respondents can be studied with this technique.

CV was pioneered in the United States. In l963 Davis estimated the benefits of outdoor recreation opportunities in the Maine backwoods. He found that the modal willingness to pay per family for the use of a wilderness recreation area was between $l .00 and $2.00 per day. 

EXHIBIT 7-1

SAMPLE OF QUESTIONS USED IN SEVERAL CONTINGENT VALUATION STUDIES 

Study to Estimate Benefits of National Freshwater Quality Improvements

1 How many people in this household are under 18 years of age? 

2 During the last 12 months, did you or any member of your household boat, fish, swim, wade or water-ski in a freshwater river, lake, pond, or stream? 

Here are the national water pollution goat:

Goal C—99 percent of freshwater is at least boatable. 

Goal B—99 percent of freshwater is at least fishable. 

Goal A—99 percent of freshwater is at least swimmable. 

3 What is the highest amount you would be willing to pay each year:

a To achieve Goal C? 

b To achieve Goal B?

c To achieve Goal A?

4 Considering the income classes listed in the accompanying card, what category best describes the total income that you and all the members of the household earned in 19  ? 

Study to Estimate the Value of Salmon Restoration

Suppose that all funding to restore Atlantic salmon in New England is stopped. Without this funding, there will be no organized effort to restore or preserve Atlantic salmon in New England and Atlantic salmon will be extinct in most New England rivers. Now suppose an independent private foundation is formed to restore Atlantic salmon in New England. The foundation's activities will include maintaining and restoring Atlantic salmon habitats and reintroducing infant salmon into selected waters. Please assume that that the foundation will be able to restore the Atlantic salmon to all New England's major river systems in the next five years providing they receive adequate funds. 

The foundation will be funded by private donations over the next five years. All contributors will be provided with information, at no cost, on how the Atlantic salmon are doing in New England, which rivers provide opportunities to see Atlantic salmon, and where in New England Atlantic salmon may be fished for. 

Would you contribute $  , per year for the next 5 years, to help restore Atlantic salmon in New England? (Please circle the number of your choice.) 

1 YES—I WOULD CONTRIBUTE THIS AMOUNT, IN FACT, I WOULD DONATE UP TO $  PER YEAR OVER THE NEXT 5YEARS. (Write in the highest dollar amount you would pay.) 

2 NO—I WOULD NOT CONTRIBUTE THIS AMOUNT. IF NOT, WHY? 

a THE AMOUNT IS TOO HIGH, BUT I WOULD DONATE $  PER YEAR OVER THE NEXT 5YEARS. (Write in the highest dollar amount you would pay.)  

Sources: Water quality; Robert Cameron Mitchell and Richard T. Carson, Using Survey to Value Public Goods: The Contingent valuation Method (Washington, D.C.: Resources for the Future, 1989). Salmon restoration: Tim Hager, Tom Stevens, and Cleve Willis, Economic Benefits of Salmon Restoration in Massachusetts, Massachusetts Agricultural Experiment Station, Research Bulletin No. 726. December 1989. 
A number of U.S. researchers have used the approach to estimate willingness to pay to avoid ill health. For example, Chestnut et al. asked respondents how much they would be willing to pay to reduce by half the number of bad asthma days experienced each year. The mean response per asthma day was $l0.

Several CV studies have been done to measure the willingness to pay for increased visibility of the air in urban areas of the U.S. The results that researchers have obtained vary a lot; for a l0 percent increase in visual range, estimates of the annual willingness to pay per household (in the early to mid- l980s) vary from $7 to $l01, although most of the results are in the $20 to $40 range. 

Schulze and his coworkers did a CV study to see how much people would be willing to pay for an increase in air visibility in the Grand Canyon. The average willingness to pay among their respondents was $9.20 for an iterative bidding approach and $5.69 for a payment card approach. 

Desvouges, Smith, and McGivney used CV to estimate the value of water quality improvements for water-based recreational purposes. They found that users of the recreation sites they sampled would on average be willing to pay $12.30 per person to increase the water quality from "boatable" to "fishable" and $29.60 per person to go from "boatable" to "swimmable" water. Brookshire et al. used CV to measure the benefits of improving air quality. For the people in their study they found a mean willingness to pay of $l4.50 per month to go from "poor" to "fair" quality air and $20.30 per month to go from "fair" to "good" quality air.

Boyle and Bishop used CV methods to investigate the benefits of undertaking steps to preserve the bald eagle. Their results varied from $l l.84 to $75.3l per person, depending on whether they had ever travelled to view bald eagles and whether they had ever contributed to Wisconsin's Endangered Resources Donation program.

Randall and his associates used CV to estimate the benefits people would get from reducing the environmental damages stemming from large power plants in the four-corners area of the U.S. (New Mexico, Colorado, Utah, Arizona). These were amenity damages from reduced visibility and the visual aspects of transmission 1ines. Respondents were shown pictures representing a situation of no control, one of moderate control, and one representing high levels of control for airborne emissions and location of transmission lines. For moderate levels of control the aggregate willingness to pay was  $l l,250,000, while for high levels of control it was $l9,3l0,000.

Brookshire and Coursey did a CV study to determine people's willingness to pay for a change in tree density in an urban park from 200 to 250 trees per acre. The median willingness to pay among their respondents was $9.30. In eliciting these responses researchers showed respondents pictures of the park with different tree densities.

These are just a few of the hundreds of contingent valuation studies that have been done in the U.S. and other countries for the purpose of measuring the benefits of environmental improvements. The technique is still evolving and will undoubtedly lead to more accurate estimates of the values people place on environmental assets of all types.

Problems of CV Analysis 

The most problematic aspect of contingent valuation is its hypothetical character. When people buy potatoes, to go back to our example, they have to "put their money where their mouth is," as the saying goes. It's a real situation and if the wrong choices are made, people suffer real consequences. But in a CV questionnaire the same real-world implications are not present. People face a hypothetical situation, to which they may give hypothetical responses, not governed by the discipline of a real marketplace. In thinking about this, two types of questions come up: First, will people know enough about their real preferences to be able to give valid responses and, second, even if they know their preferences, will they have incentives to misrepresent them to the investigator? 

Everyone develops experience buying some things, but not others, on the market. In seventeenth-century New England, people were used to buying and selling pews in the church. In some countries official papers from public officials require standard monetary bribes. In contemporary society there are going prices for cantaloupes and cars. When people face market prices for a good or service over a period of time, they have time to learn about their values, adjust their purchases, and settle on a willingness to pay that accurately represents their preferences. But when asked to place a monetary va1ue on something that does not normally carry a price, it may be much more difficult to state one's true willingness to pay. What would you be willing to pay for l0 more beautiful sunsets per year? People also develop ideas over time about the appropriate extent of the market in allocating certain goods and service; when asked to put a value on something that is currently beyond the market, their answers may reflect not just the value of a particular item, but something about what kind of an economic system they want to live in, which is a much broader question.

The other question is whether respondents could normally be expected to have incentives to misstate their true willingness to pay. Environmental quality characteristics are public goods, as we saw in Chapter 4. People can be expected to understate their preferences for these kinds of goods when they expect that their answers will be used to establish payment schedules for the goods. But in CV studies, there is no threat that responses could be used, for example, to set taxes to pay for the item being evaluated. So, perhaps, this source of bias is unlikely. The opposite bias may be more likely. People may be led to give an inflated estimate of their willingness to pay hoping, perhaps, that others will do the same thing, realizing that their share of the cost of making the item available will, in any case, be very small.

PROBLEMS IN BENEFIT ESTIMATION

Many problems remain in estimating the benefits of improved environmental quality. Good data are always hard to come by. Better techniques are always useful to separate out the effects of other factors and isolate the true environmental impacts. More thought has to be given to the conceptual problems that remain. We will very briefly indicate some of the latter.

Discounting

One of the most important is the matter of discounting. Shou1d we discount future benefits, as we talked about in the 1ast chapter about discounting costs and, if so, what discount rate should we use? When we discount the future value of something, we reduce its present value, and the further into the future we go the 1ower the present value. So in discounting future benefits we tend to decrease the relative value of programs that produce benefits far in the future and increase those that produce benefits in the next few years. This might make sense when we talk about certain types of benefits. People today presumably would put more value on reducing environmentally related premature deaths next year than they would on premature deaths 50 years from now. But there are some significant environmental issues, like global warming, where substantial impacts are expected to occur in the distant future, and in this case discounting tends to reduce substantially the importance of programs addressing this problem.

There is no easy answer to this problem. We cannot simply reject discounting altogether; even future generations would be un1ikely to agree with that if they could make their wishes known. But in ordinary affairs the present generation is undoubtedly too oriented to the short run; too much re1iance is placed on recent history and not enough on future possibilities. For society as a whole a longer-run perspective is appropriate. As we mentioned in the last chapter, perhaps the best approach is to combine discounting with the idea of sustainability.
Willingness to Pay vs. Willingness to Accept 

We have used throughout the notion of willingness to pay as a measure of benefits. Willingness to pay, besides reflecting a person's tastes and preferences, also reflects her income level. Another way of approaching the problem of valuing environmental improvements is to ask people how much they would be willing to accept to give up some environmental amenity. To value better air quality we could ask either how much people would be willing to pay for a small improvement or how much they would have to receive to compensate them for a small reduction in air quality. Suppose public authorities are contemplating locating a hazardous waste incinerator in a particular community. As a measure of the damages suffered by the community, we could take the amount of money required to get the community willingly to accept the incinerator (rather than, in other words, the amount they would be willing to pay to keep it out).

  Clearly, willingness to accept is not constrained by one's income, as is willingness to pay. So it may be no surprise that when people are asked willingness-to-accept questions, their answers are usually higher than their willingness-to-pay responses for the same item. To some extent it may depend on what they are asked. For a small change we would expect the two measures to be close. Suppose what is involved is a single cantaloupe. If a person is willing to pay $l .49 for one more cantaloupe, that is also probably close to what it would take to compensate for his or her loss of a single cantaloupe. Even in cases involving small changes, researchers have found that willingness to accept exceeds willingness to pay. In surveys and experimental work people are found to compare gains and losses relative to a reference point. They value 1osses from this reference point much more than gains. The minimum compensation demanded has been found to be several times larger than the maximum amount they are willing to pay.

Canadian students participated in a number of experiments measuring willingness to pay versus compensation demanded. The commodities exchanged were chocolate bars and coffee mugs. These are not goods which we would expect people to have strong divergences between willingness to pay and willingness to accept, but they do! 

For large changes (what are called "nonmarginal" changes) the divergences may be even more substantial. If we are talking, for example, of large changes in air pollution in a neighbourhood that will substantially change one's welfare, the two measures may be quite different. 

Economists have taken several approaches to resolving this problem. One is to look closely at the questionnaire and the way questions are asked of respondents. Experience has shown that responses will differ according to how questions are phrased, so one possibility is that the differences between willingness to pay and willingness to accept are traceable primarily to the way questions are being framed. The other approach is to replace the standard economic principles, which imply that there should be no difference between these two measures, with new concepts that can explain the difference. This is a matter of current controversy and much importance for environmental policy. If the two measures are quite different in practice, policy prescriptions should take into account both wi1lingneks to pay and compensation demanded valuations.

Nonuse Values

When people buy potatoes, we assume that they do so because they expect to eat them; the value of potatoes to people lies in their use value. This reasoning extends also to environmental assets, but in this case there may be more. When people voluntarily donate money for the preservation of unique environmental assets that they may never even see, except perhaps in photographs, something other than use value must be involved. Peoples' willingness to pay for these environmental characteristics must also involve certain nonuse values. One possibility is that although perhaps not current1y in a position to experience directly a particular environmental asset, people often want to preserve the option to do so in the future. Option value is the amount a person would be willing to pay to preserve the option of being able to experience a particular environmental amenity in the future. People may even be willing to pay to preserve a species or ecosystem, even if they never see or use it directly—African wildlife, for example. In this case, we may measure an existence value, a willingness to pay simply to help preserve the existence of some environmental amenity. Such altruistic values may be focussed to some extent on future generations, in which case they might be called bequest values. One of the reasons contingent valuation studies have become more common is that questions can be phrased so as to get at these nonuse values.

NATURAL RESOURCE DAMAGES

The United States has a law that may require parties who injure public natural resources through re1eases of oil or other hazardous substances to make compensatory payments equal to the damages caused by these releases. The payments are to be used by states of the federa1 government to restore, replace, or acquire the equivalent of the damaged resources. The U.S. Department of Interior was assigned the job of determining how "damages" are to be measured in these cases.

They concluded that damages should be equal to the lesser of: (1) the lost resources use value, as measured by willingness to pay, or (2) the value of restoring the resource to its former state. Consider the following figures, representing willingness to pay and restoration values, for several cases:

A                         B


Willingness to pay           $1.2 million                 $1.6 million 

Restoration cost             $0.6 million                 $3.8 million 

For case A, willingness to pay to avoid the oil or hazardous waste release is $l.2l million, but the cost of restoring the resource to its former state is on1y $0.6 million, so the latter is taken as the true measure of damages. In case B, willingness to pay, at $l .6 mi1lion, is substantially less than restoration costs, so the former would be used to assess damages. 

On the surface it might seem easier to measure restoration costs than willingness to pay for damaged environmental resources. Restoration appears to involve primarily engineering actions based on knowledge from physical and biological sciences. But "restoration" is in fact a rather complicated idea. In some cases restoration may be technically impossible, for example, when there is some element of uniqueness in the destroyed resource. Restoration of the physical values of a resource (e.g., soil pH, water temperature, amount of tree cover) may not restore all of its ecological characteristics. Experience with this law and its legal clarification is just beginning to develop. As it does, it will be necessary to come to grips with the fact that it is impossible to discuss restoration in physical terms without considering its monetary costs. 

SUMMARY 

Benefit measurement is a major focus of study within environmental economics. New techniques are being developed to uncover values that previously were hidden from view. From legislatures and courts a brisk demand has arisen for benefits information on which to base laws and legal settlements. Public environmental agencies have devoted considerable time and effort to generating benefits estimates in order to justify their policy rulings. After reviewing briefly what we mean by "benefits," we discussed some of the main techniques environmental economists use to measure these benefits. Health impacts, previously assessed by direct damage estimation, are now more frequently pursued through willingness-to-pay procedures, especially wage-rate studies showing how people value risks to health. We also covered house-price studies, production cost studies, and travel cost studies. Finally, we reviewed the recently popular technique of contingent valuation. This technique allows us to measure the benefits of a much wider range of environmental phenomena than traditional techniques permitted. Indeed, contingent valuation techniques allow us to push beyond traditional "use values" and explore some of the less tangible, but no less real, sources of environmental benefits, like "option value," and "existence value."

Chapter 8 Benefit-Cost Analysis: Costs

In this chapter we look at the cost side of benefit-cost analysis. The importance of accurate cost measurement has often been underestimated. It is a full half of the analysis, the results of which can as easily be affected by, for example, overestimating costs as by underestimating benefits. In developing countries, where peop1e place a high priority on economic growth, it is critically important to know how environmental programs will affect that growth rate and how costs are distributed among different social groups. In industrialized countries opposition to environmenta1 po1icies frequently centres on their estimated costs, which means that those doing benefit-cost analyses of these programs are well advised to get the cost estimates right. In this chapter we will first take up some general considerations about costs, then look at some specific issues and examples of cost estimation.

THE COST PERSPECTIVE

Cost analysis can be done on many levels. At its simplest, it focusses on the costs to a single community or firm of an environmental program, or of a single environmental project like a wastewater treatment plant, incinerator, or beach restoration project. The reason for ca1ling these the simplest is that they usually proceed by costing out a definite engineering specification that has clear boundaries, and for which the "rest of the world" can rightly be assumed to be constant. At the next level we have costs to an industry, or perhaps to a region, of meeting environmental regulations or of adopting certain technologies. Here we can no longer rely on simple engineering assumptions; we must do things like predict with reasonable accuracy how groups of polluting firms will respond to changes in laws on emissions or how they will respond to changes in recycling regulations. Problems will arise because not all firms will be alike--some small, some large, some old, some new, etc.—and each of them will usually have multiple possibilities for reacting to regulations. At a still higher level, our concern may be with the costs to an entire economy of achieving stated environmental goals. Estimating costs at the national level calls for an entirely different approach. Here everything is connected to everything else; when pollution-control regulations are imposed, adjustments will reverberate throughout the economy. To trace them out we must deal with macroeconomic data and usually fairly sophisticated aggregate models. In the following pages we will deal with cost estimation at these different levels. 

OPPORTUNITY COSTS 

In economics the most fundamental concept of costs is opportunity costs. The opportunity cost of using resources l (1Remember that "resources" is a word that can have two meanings: It can be a short way of saying "natural resources" or a general reference analogous to the word "inputs." Here we are using it in the second sense.) in a certain way is the highest valued alternative use to which those resources might have been put and which society has to forego when the resources are used in the specified fashion. Note the word "society." Costs are incurred by all types of firms, agencies, industries, groups, etc. Each has its own perspective, which wil1 focus on those costs that impinge directly on them. Suppose a community is contemplating building a bicycle path to relieve congestion and air pollution downtown. Its primary concern is what the town will have to pay to build the path. Suppose it will take $1 million to build it, but 50 percent of this will come from the provincial or federal government. From the town’s perspective the cost of the bike path will be a half million dollars, but from the standpoint of society the full opportunity costs of the path are $1 million.

The trouble is that when most people think of cost they usually think of money expenditure. Often the monetary cost of something is a good measure of its opportunity costs, but frequently it is not. Suppose the bike path is going to be put on an old railroad right-of-way that has absolutely no alternative use, and suppose the town must pay the railroad $100,000 for this right-of way. This money is definitely expenditure the town must make, but it is not truly a part of the opportunity costs of building the path, because society gives up nothing in devoting the old right-of.-way to the new use.

Environmental Costs 

It may seem paradoxical to think that environmental protection control programs might have environmental costs, but this is in fact the case. Most of our specific emissions-reduction programs are media based; that is, they are aimed at reducing emissions into one particular environmental medium like air or water. So when emissions into one medium are reduced, they may increase into another. Reducing untreated domestic waste outflow into rivers or coastal oceans leaves quantities of solid waste that must then be disposed of—perhaps through land spreading or incineration. Reducing airborne SO2 emissions from power plants by stack-gas scrubbing also (leaves a highly concentrated sludge that must be disposed of in some way. Incinerating domestic solid waste creates airborne emissions.

Media switches are not the only source of environmental impacts stemming from environmental improvement programs. There can be direct effects; for example, sediment runoff from construction sites for new treatment plants or sewer lines. There can also be unforeseen impacts when firms or consumers adjust to new programs. Gasoline producers reduced the amounts of lead in their product but, since consumers still insisted on high-powered performance, they added other compounds, which ended up having environmental impacts in their own right. With the beginning of community programs to charge consumers for solid-waste disposal, some have been faced with substantial increases in "midnight dumping," that is, illegal dumping along the sides of roads or in remote areas.

Some of the potential environmental impacts from these public projects or programs can be mitigated; that is, steps can be taken to reduce or avoid them. More enforcement resources can help control midnight dumping, extra steps can be taken to reduce construction-site impacts, special techniques may be available to reduce incinerator residuals, and so on. These mitigation costs must be included as part of the total costs of any project or program. Beyond this, any remaining environmental costs must be set against the overall reduction in environmental damages to which the program is primarily aimed.

No-Cost Improvements in Environmental Quality

Sometimes environmental improvements can be obtained at zero social cost, except the political cost of making the required changes in public 1aws or regulations. In virtually any type of political system, usually some laws and administrative practices are instituted primarily to benefit certain groups within society for political reasons, rather than to move toward economically efficient resource use or achieve deserving income redistributions. These regulations, besides transferring income to the favoured groups, often have negative environmental effects. Of course, changing these regulations may entail substantial private costs to the individuals affected. This may require some form of compensation for losses. Compensation for the introduction of environmental regulation or changes in other regulation is a topical and controversial issue at present.

Consider some examples of zero social cost changes. During the l970s, the federal government introduced a two-price system of oil and natural gas pricing. The policy was designed to help Canadian energy consumers cope with the rapid increase in energy prices which occurred in the l970s. Domestic prices for oil and natural gas were held below world prices. Energy consumers in Canada received a subsidy and no doubt were better off than they would have been had they faced the higher world prices. However, these subsidies slowed the Canadian economy's adjustment to a world with higher energy prices. Canadians continued to consume more energy per capita than in any other developed nation, and as a result, incurred greater adverse environmental impacts from energy consumption and production than would have been the case had energy prices risen more quickly. After the two-price system was abolished in the early l980s, Canadian energy consumption per capita declined until the late l980s. Final energy consumption per capita for residential and agricultural sectors declined by almost 6 percent from the period l975—79 to l980—84.

There are many other examples like this. Agricultural subsidies in many developed countries have provided the incentive to develop intensive, chemical-based production methods, which has resulted both in increased agricultural output and in the nonpoint source water and air pollution to which these methods lead. Reducing these agricultural subsidies would increase national income and reduce the environmental impacts, though of course many farmers would be worse off.

Enforcement Costs 

Environmental regulations are not self-enforcing. Resources must be devoted to monitoring the behaviour of firms, agencies, and individuals subject to the regulations, and to sanctioning violators. Public environmental facilities, such as wastewater, treatment plants and incinerators, must be monitored to be sure they are being operated correctly. 

There is an important application of the opportunity idea in the enforcement phenomenon. Many environmental laws are enforced by agencies whose enforcement budgets are not strictly tailored to the enforcement responsibilities they are given. Thus, budgets can be stable, or even declining, at the same time that new environmental laws are passed. Enforcing the new laws may require shifting agency resources away from the enforcement of other laws. In this case the opportunity costs of new enforcement must include the lower levels of compliance in areas that now are subject to less enforcement. 

COSTS OF SINGLE FACILITIES 

Perhaps the easiest type of cost analysis to visualize is that for a single, engineered project of some type. There are many types of environmental quality programs that involve publicly supported construction of physical facilities (although the analysis would be the same whatever the ownership), such as public wastewater treatment plants, of which hundreds of millions of dollars worth have been built over the last few decades. Other examples include flood control projects, solid-waste handling facilities, hazardous-waste incinerators, beach-restoration projects, public parks, wildlife refuges, and the like.

TABLE 8-1 Projected Costs of a Small Wastewater Treatment Plant ($1,000)

Construction Costs


Initial     Life    Replacement    Salvage

cost      (years)      costs        value

Treatment plant

Mechanical                   1,104      20        125         --

Structural                     1,296      40         --         544

Engineering (15%)              360       --         --          --

Contingencies (10%)            240       --         --          --

Total                        3,000      60        125         544

Conveyances

Pumping station                245      15        245         164

Metering station                 40       40        --           7

Piping                       1,028        40         --          480

Engineering (15%)              195       --         --           --

Contingencies (10%)            131        --         --           --

Total                        1,639      95        245         651

Sludge-disposal works (land spreading)

Site work                      254      40         --           --

Piping                        228      40         --           95

Land purchase                  350      40         --           --

Other                         150      40         --           --

Total                         982      --          --           95

Mitigation of construction-

related environmental costs          24       40        ---


Annual Costs


Operation and maintenance (O&M)             Environmental costs

Pumping station                 21       Mitigation costs                8

Treatment plan                           Unmitigated environmental costs  46

Labour                      60

Electric power                45

Parts and supplies             13

Chemicals                    6

Other                        7

Sludge disposal                  4

Total                         156


Present Values

Cost item                           Total               Present value (@8%)

Construction                        5,645                    5,656

Replacement                        370                       107

Salvage values                      -1,290                     -320

Annual O&M                        156                     1,860

Annual environmental                  54                       644

Total                                                       7,936

Source: Adapted from U.S. Environmenta1 Protection Agency and Wisconsin Department of Natural Resources, Environmental Impact Statement, Wastewater Treatment Facilities at Genwa Lake Area, Walworth County, Wisconsin, Washington, D.C., June 1 984.
Facility-type projects like this are individualized and substantially unique, though of course they have objectives and use technology that is similar to that used for many other projects. To estimate their costs, primary reliance is placed on engineering and technical specifications, developed largely through experience with similar types of facilities. Consider the simple example shown in Table 8-l. It gives the estimated costs of a new wastewater treatment plant for a small community. The plant is expected to use standard technology, as specified in the engineering plans for the treatment plant, collector lines, and other essential parts of the system. It will be built by a private firm but owned and operated by the town.

There are three types of construction costs: the treatment plant proper, conveyances, and sludge-disposal works. The latter refers to disposal of the solid waste produced at the plant. The waste materials extracted from the wastewater stream don’t just disappear; these heavily treated substances must be disposed of in some fashion. There are various ways of doing this (composting, land spreading, incineration). In the case of land spreading, the costs involve buying a large area of land on which the sludge will be spread and allowed to decompose and mix with the soil. The assumed life of the plant is 40years. Some portions of the plant—for example, certain pieces of equipment—will wear out and have to be replaced during this period. The costs of this are listed under "replacement costs." Additionally, certain parts of the plant and conveyance system are expected to have a salvage value at the end of the 40 years; these are shown in the last column. Note that allowances have been made for engineering work and construction contingencies. An estimate has also been included of the initial costs of some environmental mitigation activities. 

Annual costs are divided into operation and maintenance (O&M) of the treatment plant, O&M of the pumping station, sludge disposal operation, and environmental costs. The latter includes certain mitigation costs, together with some remaining, or unmitigated, environmental costs. The latter might refer, for example, to odour problems at the plant and on the sludge disposal lands. These are, in fact, environmental damages, which might be estimated, for example, with contingent valuation techniques.

The last section of Table 8-l includes the present values of the costs, evaluated with a discount rate of 8 percent. Replacement costs are discounted to the present from the year in which they are expected to be required. Salvage values are discounted back from the end of the project's life, in this case 40 years. These appear with negative signs because they act to lower the total cost of the project. The present value of annual environmental costs is also included. 

With the exception of unmitigated environmental costs, these items are all expenditure figures, and only close inspection can tell if they represent true social opportunity costs. Suppose, for example, that in the construction phase a number of local unemployed people are hired. Although the construction costs include their wages, their opportunity costs would be zero because society had to give up nothing when they went to work on the plant. It might be that the land on which the plant is to be placed is town land that is to be donated. In this case there will be no specific cost entry for land, but there will be an opportunity cost related to the value the land could have had in its next best use. Suppose that the construction firm, because it is working on a public project, is able to get subsidized 1oans from local banks (i.e., borrow money at lower than market rates). Then the true opportunity costs of construction will be higher than the monetary costs indicated. There are no specific rules for making these adjustments; only a knowledge of the specific situations can reveal when it is important enough to make them and where sufficient data are available to do the job.

COSTS OF A LOCAL REGULATION

Environmental regulations are frequently enacted at the local level and impact on local firms. In fact, in the political economy of pollution control, it is often the fear of these local impacts that deters communities from enacting the regulations. Fears of lost payrolls and the secondary losses to other firms from shrinking local markets loom large at the local level; from a national perspective the opportunity costs are less severe.

Suppose in a particular small town there is a large apple orchard that provides substantial local employment. Suppose further that presently the orchard managers use relatively large applications of chemicals to control apple pests and diseases, and that the chemical runoff from this activity threatens local water supplies. Assume the community enacts an ordinance requiring the orchard to practise "integrated pest management" (IPM), a lower level of chemical use coupled with other means to compensate for this reduction. Assume further, for purposes of illustration, that the IPM practices increase the costs of raising apples in this orchard.2 (2 In fact, various authorities and scientific studies suggest that IPM practices can actually lower costs relative to chemical-intensive growing techniques.) What are the costs of this regulation?

If the orchard raises and sells the same number of apples it previously did, the true social opportunity costs of the regulation are the increased production costs. If local consumers are willing to pay somewhat higher prices for locally grown apples, some of this cost gets passed on to these consumers. But suppose competitive conditions make it impossible for the orchard to sell its apples for any higher price than pertained before. In this case the higher production costs must be reflected in lower incomes of either the apple orchard owners themselves, or perhaps orchard workers, if they will accept lower wages.

But suppose the orchard was just breaking even before the local IPM ordinance, and that the statute leads to such cost increases that production is substantially curtailed; in fact, assume for purposes of argument that the orchard goes out of business. Clearly there will be local costs: lost payrolls of orchard workers, 1ost income to the local orchard owners, lost income to local merchants because their markets shrink. But these lost incomes are not likely to be social opportunity costs in their entirety, unless the workers become permanently unemployed. Assuming they transfer to other job opportunities (this requires obviously that the economy be operating at full employment), their new incomes will offset, at least partly, the lost incomes they had been earning previously. There may be certain valid opportunity costs in the form of adjustment costs, as workers and owners have to move to new places of employment.

What about the value of the apples no longer produced in this orchard? If we assume that there are many other orchards in neighbouring towns and other regions to take up the slack with essentially no cost increases, then this lost production is offset by others, consumer prices are stable, and the social opportunity costs of this marginal rearrangement of app1e production are basically nil. Of course, if the orchards in the other regions are still using pollution-intensive techniques, the social costs of environmental degradation remain. 

To summarize, when we are dealing with a single local ordinance affecting one firm and the economy is at or near full employment, ensuing resource adjustments ensure that social opportunity costs are small, limited to the costs of actually carrying out the adjustments. From the standpoint of the affected community, of course, costs will seem high, because of lost local incomes brought about by the increased apple production costs. 

COSTS OF REGULATING AN INDUSTRY 

These conclusions do not follow when we impose an environmental regulation on an entire industry. Higher production costs for the industry are true social opportunity costs, because they require added resources that could have been used elsewhere. But when we deal with whole industries, we can't make the assumption, like we did with the one apple orchard, that its production could easily be picked up by the others. For an industry we may have to make many adjustments in order to get from higher production costs to social opportunity costs. 

We will consider first the standard approach to estimating increased industry production costs, which is to measure the added expenditures that an industry would have to make to come into compliance with an environmental regulation. Cost estimation in this case requires the analyst to predict how polluters will respond to environmental regulations, and then to estimate the costs of this response. If the regulation is very specific, requiring for example that manufacturing firms install a certain piece of pollution-control equipment or that farmers adopt certain cultivation practices to avoid soil runoff, the cost estimation may be fairly straightforward. But if the regulation leaves the polluters considerable latitude in making their response, it may be hard to predict exactly what they wiI1 do and, therefore, what their costs will be.

Suppose, for example, a group of pulp mills are required to reduce their emissions by some percentage, and that we (a public agency) wish to estimate the impact of this on the production costs of the firms in the industry. In effect, we want to estimate the aggregate marginal abatement cost function for this group of firms. To do this with reasonable accuracy, we have to know enough about the pulp business to be able to predict how the firms will respond, what treatment techniques they will use, how they might change their internal production processes, and so on. Or suppose we wanted to estimate the costs among farmers of a ban on a certain type of pest control chemical. We would need to know what alternatives farmers had available to replace this chemical, what 

Impacts this would have on yields, how much additional labour and other inputs they would use, and so on. We don' t often have all this information in the detail we would like. The example below illustrates the type of data that is available. 

An Example 

The Canadian pulp and paper industry is currently undergoing major changes because of environmental regulation. An important industry to many regions of the country, it is facing more stringent regulation at the federal and provincial levels. As well, it is likely to feel the impact of recycling legislation in the United States (and proposed for Canada) that requires particular percentages of recycled fibre in newsprint and other paper products. New regulations will require pulp and paper companies to modify their capital stock and operating procedures, incurring expenditures that could be quite large. Statistics Canada has examined the cost to the industry of complying with the l992 federal regulations. The study looks at the how the age of the mill affects potential expenditures; whether compliance costs vary with type of treatment facility, by region, capacity, profitability, and other characteristics of firms in the industry. As is true of most studies of regulatory impacts, there were too many firms in the industry to do a technical study of each one. A common way of addressing this problem is to estimate costs for the "average" or "representative" or "model" plant, one that corresponds to typical operating conditions in the industry but not to any particular plant. But in this case, as in most cases, the size and technical heterogeneity of plants in the industry made it necessary to specify a number of representative plants, each of which corresponded to one portion of the firms in the industry. Abatement costs are shown in Table 8-2 for six different plant sizes, where "size" is given by the capacity in tonnes of output per day from the plants in each group. The first row shows the number of plants in each size class. Note that the majority of plants are in the 300 to 620 tonnes per day category, with the second highest number in the largest category (over 1,000 tonnes per day). 

TABLE 8-2 Estimated Costs of Compliance with 1992 Federal Pulp and Paper Regulations, 1989 Dollars

Capacity of Plants (tonnes per day)


620-800  800-1000  Over 1000  Under 200  200-300  300-620

Number of Plants     4        8        34         9        14       17

in Size Class

Average BOD      13.8      21.1       32.3      43.4      33.9      24.0

(kg per tonne)

Average Investment  6.2       7.9       21.0      39.0       28.7     38.3

Costs ($millions)

Annual Costs ($miIlions)

Capital Costs*    0.3       0.4        1.1       2.0        1.4      1.9

Depreciationt**    0.6       0.8        2.1       3.9        3.0      3.8

Operating Costs    0.8       1.0        1.9       3.1        2.3      3.5

Total           1.7       2.6        5.1       9.0        6.7      9.2

Note:*10% of average investment costs. Annual investment each year of the project is equal to original investment minus depreciation. Average investment is the mean of these annual investments. Since depreciation is 10-year straight-line, average investment is actually equal to one-half of the original investment.

** straight-line depreciation—10-year life.

Source: Adapted from Statistics Canada, Environmental Perspectives, 1993, Catalogue 11-528E (Ottawa: Statistics Canada, 1993).

The first section in the table shows investment costs needed to install the new equipment that will allow the firms to reduce their emissions flows. These are the “upfront" investment costs of new buildings, equipment, and the land to put them on. The second part of the table shows annualized costs. These are operating costs which include conventional items like energy, labour, and materials, and also the annualized investment costs. In the waste treatment plant example above, we aggregated discounted annual operating costs and added these to initial investment costs to get the present value of total costs. The other way of adding initial investment costs and annual operating costs is to "annualize" the investment costs, that is, spread them out over the years of life that the investments are assumed to have. This is done in Table 8-2. Annualized investment costs consist of two parts: the opportunity costs of the capital, and depreciation. The former is the forgone return that one could earn if the investment were made in some other industry. Depreciation is the cost associated with the progressive using up of the equipment and buildings over their useful life. 

Total annual costs are shown for each of the representative plants. If we wanted to have an estimate of the total costs of meeting the emission standard for the entire industry, we could calculate a weighted total: 


Size to Firm Total Costs         Annual costs                      Total Costs

(Capacity in tones per day)       ($ millions)    Number of Firm      ($ millions)


Under 200                         17            4                 6.8

200—300                         2.6            8                 20.8

300—600                         5.1            34               173.4

600—800                         9.0            9                 81.0

800—1000                        6.7            14                93.8

Over 1,000                        9.2            17                156.4

Total Costs                                                        532.2


Thus, the anticipated total annual cost of this industry to meet the emission-reduction standards is $532.2 million (in l989 dollars). We might note that these costs are incomplete in at least one sense. In regulatory programs of any type, public enforcement resources are required if we expect to get large-scale compliance by the regulated firms. Table 8-2 contains nothing about these costs, but in a full social benefit-cost analysis, they would obviously have to be included.

Where does one get the cost data necessary to construct these representative firms? Many of the basic data are generated through cost surveys of existing firms. In effect, questionnaires are sent out to these firms, asking them to supply information on number of employees, processes used, costs of energy and materials, etc. With a sufficiently detailed questionnaire and a reasonably high response rate by firms, researchers can get a good idea of basic cost conditions in the industry and how they might be affected by environmental regulations. 
One problem with cost surveys is that they are usually better at getting information on past cost data than on future costs under new regulations. Firms can probably report past cost data with more reliability than they can estimate future costs of meeting environmental constraints. Historical data may not be a good guide to the future, especially since environmental regulations almost by definition confront firms with novel situations. In these cases it is common to supplement survey data with technical engineering data that can be better adapted to costing out the new techniques and procedures that firms may adopt. Surveys are also problematic because they rely on accurate responses. If firms know that the results of the survey are to be used in developing an environmental control program, they may have a strong incentive to overstate their costs. Or they may substantially understate their current emissions, which would lead administrators to overestimate the costs of achieving particular emission standards.

The "representative firm" approach, while dictated by the large number of firms in an industry, has its own problems, especially when those firms are substantially heterogeneous among themselves. In following this procedure all researchers run into the problem of whether costs of the real plants in the industry, each of which is to some degree unique, can be accurately represented by a composite cost estimate. Government agencies have to be particularly careful if regulations will be based on these estimates. They do not want to incur legal and/or political problems that could arise if individual firms argue that their own unique cost situations are misrepresented by the figures for the "representative" firm. This has been a problem in the United States.

Actual vs. Minimum Pollution-Control Costs

The costs shown in Table 8-2 show the estimated costs of the pulp and paper industry meeting the federal environmental standards imposed by law. There is an important question of whether these costs are the least costs necessary to achieve the emission reductions sought in the law. This is an important point because, as we saw in Chapter 5, the efficient level of emissions or ambient quality is defined by the trade-off of emission abatement costs and environmental damages. If abatement costs used to define the efficient level are higher than they need to be, the point so defined will be only a pseudoefficient outcome.

When there is a single facility involved, we must rely on engineering judgment to ensure that the technical proposal represents the least costly way of achieving the objectives. When what is involved is an entire industry, both technical and economic factors come into play. We saw earlier that in order for the overa1l costs of a given emission reduction to be achieved at minimum cost, the equimarginal principle has to be fulfilled. Frequently, environmental regulations work against this by dictating that different sources adopt essentially the same levels of emission reductions or install the same general types of pollution-control technology. As we will see in later chapters, many environmental laws are based on administratively specified operating decisions that firms are required to make. These decisions may not lead, or allow, firms to achieve emission abatement at least cost. Thus, industry costs such as those depicted in Table 8-2 may not represent minimum abatement costs. 

There is no easy way out of this dilemma. If one is called on to do a benefit-cost analysis of a particular environmental regulation, one presumably is committed to evaluating the regulation as given. But in cases like this it would no doubt be good policy for the analyst to point out that there are less costly ways of achieving the benefits.

The With/Without Principle 

There is an important principle that has to be kept in mind in this work. In doing a benefit-cost analysis of how firms will respond to new laws, we want to use the "with/without" approach and not the "before/after" approach. We want to estimate the differences in costs that polluters would have with the new law, compared to what their costs would have been in the absence of the law. This is not the same as difference between their new costs and what their costs used to be before the law. Consider the following illustrative numbers, applying to a manufacturing firm for which a pollution-control regulation has been proposed: 

Estimated production costs:

Before the regulation: $l00 

In the future without the regulation: $l20 

In the future with the regulation: $l50 

It would be a mistake to conclude that the added costs of the pollution-control regulation will be $50 (future costs with the regulation minus costs before the law). This is an application of the before/after principle and does not accurately reflect the true costs of the law. This is so because in the absence of any new law, production costs are expected to increase (for example, because of increased fuel costs, unrelated to environmental regulations). Thus, the true cost of the regulation is found by applying the with/without principle. Here these costs are $30 (costs in the future with the whole job of cost estimation harder because we want to know not historical costs of a firm or an industry but what its future costs would be if it were to continue operating without the new environmental laws. 

Output Adjustments

The increase in abatement expenditures may not be an accurate measure of opportunity costs when an entire industry is involved. This is because market adjustments are likely to alter the role and performance of the industry in the wider economy. For example, when the costs of a competitive industry increase, the price of its output increases, normally causing a reduction in quantity demanded. This is pictured in Figure8-l, which shows supply and demand curves for two industries. For convenience the supply curves have been drawn horizontally, representing marginal production costs that do not vary with output. Consider first panel (a). The initial supply function is Cl, so the initial quantity produced is q1. The pollution-control law causes production costs to rise, represented by a shift upward in supply from curve Cl to C2. Suppose we calculate the increased cost of producing the initial rate of output. This would be an amount equal to the area (a + b + c). The comparable cost in panel (b) is (d + e +f). But this approach to measuring costs will overstate the true cost increase because when costs and prices go up, quantity demanded and output will decline.

How much output declines is a matter of the steepness of the demand curve. In panel (a), output declines only from q1 to q2. But in panel (b), with the flatter demand curve, output will decline from rl to r2, a much larger amount. The correct measure of the cost to society is (a + b) in panel (a) and (d + e) in pane1 (b). Note that the original approach to cost estimation, calculating the increased cost of current output, is a much better approximation to the true burden on society in panel (a) than in panel (b). This is because the output adjustment is much larger in the latter. The lesson here is that if increased expenditures are to be taken as true opportunity costs, they must be calculated taking into account price and output adjustments that occur in the industries affected by the environmental regulations. 
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FIGURE 8-1 Output Adjustments in Industries Subject to 

Pollution-Control Regulations

The graphs in Figure 8-l can help us understand something about the incidence of pollution-control costs. By incidence we mean who actually ends up paying the costs. Firms in the affected industries bear these costs in the beginning, but the final burden depends on how the cost increase is passed forward to consumers or backward to workers and shareholders. We note that in both panels (a) and (b) the market prices of the goods increased by the amount of the cost increase. But the response is quite different. In panel (a) consumers continue buying c1ose to what they did before; little adjustment is called for in terms of output shrinkage in the industry. Thus, workers and shareho1ders in this industry will be little affected, in relative terms. In panel (b) the same price increase leads to a large drop in output. Consumers have good substitutes to which they can switch when the price of this output goes up; in effect, they can escape the full burden of the price increase. On the other hand, the industry adjustment is large. Resources, particularly workers, will have to flow out of the industry and try to find employment elsewhere. If they can, the costs may be only temporary adjustment costs; if not, the costs will be much longer run. 

Long-Run Adjustments 

In the foregoing example cost estimation required that we predict the effect of emission-control regulations on a group of existing firms, most of which were expected to continue operating in the future. But environmental regulations could have long-run effects on the very structure of an industry, that is, on the number and size of firms. In this case, long-run prediction requires that we be able to predict these “structural" changes with some accuracy. 

In Canada, there have been few regulations with the potential to alter industry structure until quite recently. Therefore, no studies on this issue exist for Canada. However, it is important to see what might happen as a result of our newer, more rigorous policies. Experience from the U.S. might provide some insight. One study looks at changes in the number of plants, the average size of the plant, and other measures of industrial structure for a sample of pollution-intensive industries compared to industries with less pollution per unit output. Pollution intensity of an industry is measured by the ratio of pollution abatement and control expenditures to value added in the industry. The study found that pollution-intensive industries grew faster over the period l958 to l972 than did industries with lower pollution expenditures. However, the pollution-intensive industries had a decrease in the number of plants operating. This means that average output per plant must have risen, that is, plant size had risen. These are the type of changes one might expect with regulation. Another study '' looked at just one industry—pulp and paper mills in the U.S. to see if pollution abatement requirements increased the minimum efficient scale in the industry. If an industry has a large minimum efficient scale of operation, if may make it difficult for new plants to enter. The industry will thus be less competitive than one with a lower minimum efficient scale. While there were some statistical difficulties with the study, it was found that the minimum efficient scale did increase as the stringency of the pollution regulation rose.

These two examples suggest that industries will not remain static in their structure as a result of environmental regulation. The very nature of the industry may also change. Regulation may eliminate the production of certain products and stimulate others. We see that to analyze the impact of environmental policy we will want to study the economics of the industry, or potential industry, that will develop in response to the regu1ations. 

Another very important long-run impact is on technological change in the industry affected by pollution-control requirements. When firms are subject to emission-reduction requirements, they have an incentive to engage in research and development (R&D) to find better emissions-abatement technology. There is some evidence that in reality this may draw resources away from output-increasing R&D efforts, thereby affecting the firm's ability to reduce costs in the long run. On the other hand, there is evidence also that environmental regulations have led to unanticipated, marketable products or processes stemming from their research. And some studies have even shown that after investing in pollution-control R&D some firms have reduced their long-run production costs. In cases like this the short-run cost increases arising from pollution-control regulations are not accurate estimates of the long-run opportunity costs of these regulations.

COSTS AT THE NATIONAL LEVEL

We finally come to the most aggregative level for which cost studies are normally pursued, the level of the national economy. The usual question of interest is the extent of the macroeconomic cost burden of the environmental regulations a country imposes, or might be planning to impose, in a given period of time. Sometimes interest centres on the totality of the regulations put in place. Sometimes the focus is on specific regulations which will nevertheless impact broadly on a national economy, such as a program of CO2 emissions reduction. 

  Considered as a single aggregate, an economy at any point in time has available to it a certain number of inputs—labour, capital, equipment, energy, materials, etc.—which it converts to marketed output. Suppose the firms in the economy are subject to a variety of environmental regulations requiring them, or inducing them, to devote a portion of the total inputs to reductions in emissions. Marketed output must go down (assuming full employment) because of the input diversion. By how much will it drop? There are two answers to this, one applicable to the short run and the other to the long run. 

In the short run, marketed output must drop because a portion of total resources is devoted to pollution control rather than to the production of marketed output. But if we simply add up the pollution-control expenditures made by all the industries subject to environmental controls, we may not get an accurate picture of how these controls are affecting the national economy. Expenditures for plant, equipment, labour, and other inputs for reducing emissions can affect other economic sectors not directly covered by environmental regulations, and macroeconomic interactions of this type need to be accounted for to get the complete picture. An industry subject to environmental controls and trying to lower its emissions puts increasing demand on the pollution-control industry, which expands output and puts increasing demands on other sectors—for example, the construction sector—which responds by increasing output. Another economy-wide adjustment is through prices. Increased pollution-control expenditures lead to increased prices for some items, which leads to reductions in quantity demanded, which leads to lower outputs in these sectors and thus to lower production costs. Total employment will also be affected by pollution-control expenditures. On the one hand, diverting production to pollution control will lower employment needs in the sector producing marketed output. On the other, it will increase employment in the pollution-control industry. So the net result cannot be predicted in the absence of relatively sophisticated macroeconomic modelling. 

In the long run, more complicated macroeconomic interactions are at work. Long-run economic change--growth or decline--is a matter of the accumulation of capital: human capital and inanimate capital. It also depends on technical change, getting larger amounts of output from a given quantity of inputs. So an important question is how environmental laws will affect the accumulation of capital and the rate of technical innovation. Diverting inputs from conventional sectors to pollution-control activities lowers the rate of capital accumulation in those conventional sectors. This can be expected to reduce the rate of growth of productivity (output per unit of input ) in the production of conventional output and thus slow overall growth rates. The impacts on the rate of technical innovation in the economy are perhaps more ambiguous, as mentioned above. If attempts to innovate in pollution control reduce the efforts to do so in market production, the impact on future growth could be negative. But some people think that efforts to reduce emissions can have a positive impact on the overall rate of technical innovation, which would have a positive impact. Needless to say, the last word on the matter has not yet been spoken. 

The standard way to proceed in working out these relationships is through macroeconomic modelling. Mathematical models are constructed using the various macroeconomic variables of interest, such as total output, perhaps broken down into several economic subsectors, employment, capital investment, prices, pollution-control costs, etc. The model is then run using historical data, which show how various underlying factors have contributed to the overall rate of growth in the economy. Then the model is rerun under the assumption that the pollution-control expenditures were in fact not made. This comes out with new results in terms of aggregate output growth, employment, and so on, which can be compared with the first run. The differences are attributed to the pollution-control expenditures.

TABLE 8-3 Effect of Environmental Regulations on Gross

Domestic Product, Selected OECD Countries


                                 Percentage difference of GDP

with environmental regulations

compared to without


Austria (1985)                                       -0.2

Finland (1982)                                       0.6

France (1974)                                        0.1

Netherlands (1985)                                   -0.6

U.S. (1987)                                         -0.7


Source: Organization for Economic Cooperation and Development. (Paris: OECD, 1985), 27.

Table 8-3 shows a few results of a recent review study done by the Organization for Economic Cooperation and Development (OECD) pertaining to the macroeconomic costs of environmental expenditures in a number of developed countries. They show the percentage difference in gross domestic product (GDP) with environmental regulations compared to what it would have been without the regulations. Two things stand out. One is that in several countries GDP was actually higher in the year indicated under environmenta1 controls than it would have been without them. This is attributed to the fact that these years were relatively early in the life of the environmental programs, when the stimulating effect of pollution-control expenditures were still somewhat dominant. The other conclusion is that for countries whose GDP was lower as a result of the environmental programs, the effect was quite small. These results confirm what others have found—that environmental regulations have lowered the growth rates of the countries applying them, but only by relatively small amounts.

SUMMARY

In this chapter we reviewed some of the ways that costs are estimated in benefit-cost studies. We began with a discussion of the fundamental concept of opportunity costs, differentiating this from the notion of cost as expenditure. We then looked at cost estimation as it applied to different levels of economic activity. The first was a cost analysis of a single faci1ity, as represented by the estimated costs of a wastewater treatment facility. We then considered the costs of an environmental regulation undertaken by a single community, distinguishing between costs to the community and opportunity costs to the whole society.

We then shifted focus to cost estimation for an entire industry. We put special attention on the difference between short-run and long-run costs and the problem of achieving minimum costs. We finally expanded our perspective to the national economy as a whole, where cost means the loss in value of marketed output resulting from environmental regulations.

