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From (3. 3) , we see that .
BIX—XI'<[« "X—X), X—X]=[FX) —FX), X—X] =

E _ _ L - N
hEdij<fi(1i) — fi(z:), Z; '_x,>+ hZZd;‘j<gi(1.‘) —g:(x.), Tygj =~ Tyyj > <

=1 ij=1
k .3 - -~
hzzdij lg:@d) —g:GI N = | 2ess — 7uas |l <h22d,-ja fei—aill « aw — 7 | <
=1 =1
hlo<~ =~z >~z <"‘2” Yz
—Z“stj( Nz =zl 2+ 20 — 20 1D =T | x-— X1 =
ij=1

This, due to (3. 2), implies that z; = Z;y j=1, +, 2k, and implies the proof of the theorem.
Remark Theorem 3. 1 Gecomes Theorem 1.1 when D=diag{d,, das ***5 ds}, d; >0,
15k, ‘
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On the LD-suitability of
the Nonlinear Systems in MDBMs

Qu Lin Kuarg Jwerun

Abstract The concept of suitability means that the nonlinear equation to be solved by
implicit Runge-Kutta methods has a unique solution. In this paper, the authors intro-
duce the concept of LD-suitability for multiderivative block methods and show that pre-
vious results are special cases of ours.

Keywords suitability ; LD-suitability ; muitiderivative block methods
1 Introduction

We shall deal with the initial-value problem
y' @) = ft, y(t)), y(t) = yo, (1.1
where 7o € R*, f:R X R"—R’, is continuous. An approximate solution to (1. 1) can be ob-

tained by the multiderivative block method (MDBM ) with second order derivatives ;

E k
Yoti = Yo TR Eaijfu+j + hzzbijfu+j(l) + kB + B2Buf .V, (1.2)
i=1 i=1

Whete 1' == 19 *cy k? ?l. e Rs’ fﬂ: =f(tu’ yu) 6 Rﬁand fn(l): =df(tn’ yn)/dt 6 Rxare known
vectors. It is proved that there exist a;;, bijy Bus Bos &y j =1, 2, *+», ksuch that (1.2) con-
verges with order p = 2k + 2 (see[1]), and is A-stable for ¥ <C 5 (see [5]). To compute the ap-

proximate solution ¥,4+; ~ ¥ (t,4+;) requires the solution of the following nonlinear equations :

& k
Yapi = Uy + i Zaijfn+j + hzzbijfu-}—j(l) s 1 < ] < k, (1. 3)
i=1 i=1

where Uy = Y» + hﬁlifa + hzﬁztfn(l) .
Let Yutij be denoted by Yis f(t.+j9 y,+,-) by fj(?/j) y and f(l)(t.+j9 Yy + ]) by gj(yj)- Then
(1. 3) becomes

k k
v =1, +h D a,f (g + 82D by (), 1<i<k. .4

j=1 j=1
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There exists a unique soluton to (1. A4) if and only if the following nonlinear equations have a u-
nique solution;

k k
yizhzaijfj(yj) +k22bijgj(yj)7 1<l</c (1.5

i=1 j=1
In [ 2], conditions under which system (1. 2) has a unique solution have been considered.

The following results(see [27]) will be important in this paper.
Theorem 1.1 Suppose that the function f (¢, u) satisfies the following conditicas .
<fj(u)—fj(v),u—v><0,\! u, v € R, 1< i<k, 1.6
lg;@) —g; Il <ollu—oj,VIER. Y u,0 ERY, 1.7
and there exists a positive definite diagonal maiiix 22 Let
o2 Y -2 )
0 D 0 I
where A=(a;;)ixrs B=(b;;)ixt» Ixis a k Xk unit matrix, such that the matrix DL+L™D is posi-

tive definite and £ <C 4/ 20—’1_9 is fulfilled. Then the system (1.5) has a unique solution for suitable
p>0.

We point out that though equation (1. 5) has a unique solution for a matrix A associated
with multiderivative block methods, there may not be a positive definite diagonal matrix D such
that DL+L™D is positive definite, and therefore it is necessary to find more useful and weaker
-conditions to detect the existence and uniqueness of the solution of (1.5). In the next solution,

we will introduce LD-suitability and some useful results.
2 LD-suitability

Definition 2.1 A matrix Ais called suitable if and only if the system (1.5) has a unique solu-
tiony = (y15 ¥25 ***» ¥)" € R*, whenever f;: R — R’ are continuous (1 < j <{k) .

For the following discussion, we introduce the the set formed by the group of continuous
functons (f 1, f2, ===y i) » say ¥ = {(f1, f2, s f): f;» 1<<j<kare continuous functions
from R’ to R,

lg;) —g, | <ollu—v|,V u,»ER", 0>0, (2. 1)
k -
D <Fiw) — £, u;— 0, >0, ¥ w.u, vy, v, € R 2.2

f=1 : ,
for some positive definite matrix D = (d;;);x:, whered;; <0, ¢ 3£ 5, 4, > 001 <{4, j<i b))

Definition 2.2 A matrix L is called LD-suitable if the system (1. 5) has a unique soluition y ==
(1 ¥25 =5 ¥)" € R” whenever the group of functions (£, f2, ***, i) in the set 7

From Definition 2.1 and 2. 2, one can see that if L is suitable, of course, it is LD-suitable.
In fact, if £;(1 << <Ck) satisfy (1. 6), (1.7), then (F1, fas ***s fi) € & simply with D =
diag (d,, d,, **+, d;) , whered; > 0fori =1, 2, ==, k.
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3 Sufficient Conditions For LD-Suitability Of Matrix A

In this section, we will have some sufficient conditions for LD-suitability of the matrix A
Denote A= (a;;)sxis B == (b;;).xs » then kronecker’s product of Aand B is defined by
auB alzB b a]kB
anB a;B - axB
A ® B — 21 22 2k ,
con )
|
auB a,B - B
where
({lijbtl aijblz .o a;;;\lx\
a;t a;b see @by,
a,','B:z a e 2 ,1<Z,)<k-
aiby @by vt aiba
Lemma 3.1 Let Land Dbem X m matrices, and I, be the s X sunit matrix. Then (LD) &)
I,= (LYI)(DRI,) . Furthermore, if DL+ L™Dand D are positive definite, then (DL -+ LTD)
® I,and D) I, are positive definite.

Let
A B AXI, BXI,
(3 B ron-(0" 22
0 Ik 0 Ik®Is
Where A= (a,:,-),,xk, B = (bij)kxk'
Denote
y= @iy, ey ykT)T9 F@) = (fl(?ll)Ty F2(y2)"y oo fk(yk)T)T9
9@ = (D" 9" = 9:@ITT,
Yy kf(y)
Y; - , ’ F(Y) = ( ) ’
(h‘*g (y)) kg (y)
where

Y, = @iy 2"y ey 0Ty B2 (g7 BP9, ()7, . hg, (g)™)7,
FOY) = f (g7 s =5 bF: )75 B2 107, =, B2g2(g)™)",
i = Wis Yizs =5 4075 £ = (Fua @) F2lyg), =5 Fulg )"
9 = (@a@s g2, =5 9@, 1 i<k

Then (1.5) can be written as

Y, =« F(Y) 3.1
or
¥ ) AQRQI, BXL\|[Lf)
(/ﬂg(y),z( 0 I,,@Ix(hzg(y))'

Let

(2 Y o -por 20 )
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where Dis ak X & matrix. From Lemma 3. 1, if Dand DL+ L™Dare positive definite, the ¥ and

@ w 4 7 Tw gre positive definite.

Define the inner-product in R*™ as
[X’Y:l Zld1]<719 Z/,>+ Zd”\zh—{’-t’ ./k+]/_‘X(/Y

i,5=1

where
X = (x4, T35, ***, x2k)T9 Yy = (yn Yz: *"%y ?/21:)1"

~_(D 0) {ﬁ_{DC@L 0
“\o D/’ i 0 bRL

D = (d;;)ix) is a positive definite matrix.
In the ncw inner preduct space, the iew norm of X is defined by

I x| =[x, XJz.

Lemma 3.2 Let Dbeak X k positive definite matrix, and d,; < 0(z 7= j) , then

Zdu |z 12+ Zdv ” 2 || 2 < [ X || %, where X = (z,, Ty =00y ).

=1 j=1

Proof Using the definition of [ * , * |, we have
” X ” = EX’ X:l = Zdu <I s X >+ Zd”<1‘k+,, Ik+] >.
i,5=1
From the symmetrical property of D, we have

Zd», el ®+ Zdu lzewll 2 — I X112 =

i,j=1

Zdn ”Z‘ ”2+Z(lu “yH-» ” Zd”<1‘,,1‘ > Zd”<xk+nﬂk+;>—‘

i,5=1 i, j=1

<
Zdij<xi9 'Tz—-'l'j>+ Zdij<rk+i9 Tigi — Tpy; >=

i,j=1

k
-
E’d,]<r 71i_1j>+ §’d1j<xk+z_1k+j9 1k+i—1k+j>=

i,j=1 i,j=1
i<j <j
k
Zdu |z, — j||2+_Zdij||1k+i—xk+j”2<0-
1'7<—' 1;21

Therefore,

Zdu [ENEEE zd., low 2 X |2

t,5=1
This completes the lemma.
Theorem 3.1 Let D& R* be a positive definite matrix, d,; <<
k) , and (fy,f2s,f) €% . If DLH+L™D is positive definite and
h <28/, (3.2

is fulfilled , then L is LD-suitable for suitable § >> 0.
We only need to prove that equation (3. 1) has a unique solution. Let ® & R?%*,

<0G#5),d,>00=1,

o#0.

Proof
Then
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[« 0,0] = "¢ T2 o, [« 0,0] = [0, 0] = "2 « o

Hence
[« w,0] = %w”{.@ ¢ 4+« T ).

If DL + L™Dis positive definite, then so is & & -+« T by Lemma 2. 1. Therefore,
[g‘ w)“)] >0,¥Y o & Rzksy (Di 0,
and this implies that  is regular and there exisits & ! , and that [~ ~'o,®]>0 for ajiw € R?",

o 7 0. From the properties of finite dimensional spaces, we see that

|'m"m [« o, 0] = >0, .,
1
and then
e "o,z Bllwij?, o € R*, 070 (3.3
Next we prove the existence of solution to (3. 1). Let G(X) =« "1(X) —F(X), X &€ R*",
Then

G(X) — G(0) =« 71X — F(X) 4+ F(0).
Let X be denoted by (o], ¢3)7 with v;=C(x1,***,2:)7, 22=@pt15***»22)7. Since (f1,**,f) €
% and by using Schwartz’ inequality and Lemma 3. 2, we have
(60 — 6(0), X] =« ~'X, X] — [F(O — F(0), X = 0]>
k
BIXN2—rD>d,<fulx) —F.(0), 2, —0>— hde,J <) = g0, 2y — 0>

=1 iy j=1

ﬁIIXIIZ—hZZd,, lg:ed =g |« 20 )| =

l,]-—

ﬂIIXHZ-——Zd,,(IIw,Il’—i— fzes 1D =81X12

iyj=1

2

where i = B — =~ . Therefore, we have [G(X) —G(0), X—0]=4 || X ||
Since [G(0), X:|>—— e |l « || X1, we get
(e, X]1zalx)2— le®| - X = X G IX] — 160 [,

and this implies that [G(X), X] 7 0for all X € R®*with || X| = || G(O) | /B, - Let 0 X €
R?™, 4> 1. Define H(X) = X — G(X) . Then
[AX—HX), X]=[O—DX+G6X), X]= [(A — DX, X]>0.
Hence H(X) # AX for all Xwith || X{| = | G(0) || /B, - By Schauder’ fixed point theorem (see
[4.6]) and (3.3), H{X) has a fixed
X* = (n,", 0,°)" € RP", 0,", 9" € RY
with | X* || <- ]—(0) L,

X" = H(X") =X" —G(X"), or G(X*) = 0.
Hence X * ==« F{(X*).
Last we prove the uniqueness of the solution to (3. 1).

Assume that there exist two solutions X and X satisfying (3. 1) , that is
0=X—«F(X) =X—«FX.
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From (3. 3) , we see that .
BIX—XI'<[« "X—X), X—X]=[FX) —FX), X—X] =

E _ _ L - N
hEdij<fi(1i) — fi(z:), Z; '_x,>+ hZZd;‘j<gi(1.‘) —g:(x.), Tygj =~ Tyyj > <

=1 Hi=1
k kr —~ ~
hzzdij lg:xd) —g:GD N+ ll2es — 7eas || <h22d,-ja Nz: =2l « o — 2|l <
Hi=1 =1
B0~ ~ e o e <"‘2” % Xz
—Z“stj( Nz, —a |2+ [l2a; — 2oy |l )\_2“”}\“4‘“ .
=1

This, due to (3. 2), implies that r; =1z, j= i, ==, 2k , and implies thc proof of the theorem.
Remark Theorem 3. 1 Liecomes Theotem 1. 1 when D=diag{d, das ***5 ds}, d; >0,
15k, \
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