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Abstract Extensive research has been conducted in applying video and audio processing algo-
rithms for improving passenger safety and security in public transport systems. However, due to
the complex and intense computations involved in the algorithms, most studies focus only on one
aspect of the safety or security issues. In addition, as passengers behaviours and environments
are fairly variable and unpredictable, the robustness of some algorithms 1s still in question and few
of the reported results can be applied in all the different scenarios encountered in transport sys-
tems. To develop a complete and practical intelligent surveillance system, the EU project,
PRISMATICA, is designed to integrate different intelligent detection devices, which includes local
camera networks, crowd monitoring devices, intelligent cameras, contactless smart cards, wire-
less video/audio transmission, and audio surveillance systems, to monitor different safety and se-
curity concerns in railways, As different algorithms and techniques are applied in different devices,
to fulfil the real-time requirement, the PRISMATICA system 1s designed as a distributed system
where each device is a standalone process, and devices are linked and synchronized using a CORBA

network. Although the resulting system 1s capable of monitoring and detecting different events,
certain detected events could represent the same incident. In addition, the system could potentially
generate too much information for operators to identity and react to incidents straight away. This
paper presents a novel concept of fusing different evidences from a distributed visual and audio pro-
cessing system to improve the robustness of incident detection and to provide more descriptive e-
vents. On-site testing 1s being carried out in London and Paris to validate the performance of this
system,
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1 Introduction

Surveillance cameras have been widely used 1n public transport systems to improve
passenger safety and security. Particularly, in railways, thousands of cameras are installed
everywhere in trains and stations. Although CCTV (Closed Circuit Television) extends
the monitoring coverage to every corner of the stations and train compartments, incidents
are often not seen on-line and recordings have 1o be used to determine their cause. Short-
age of staft 1s one of the major reasons to the overlooking of incidents, since operators usu-
ally have to monitor more than 15 cameras simultaneously, and it i1s a very laborious task.
For example, according to the annual safety performance report published by the Railway
Safety organisation in the UK, there were 16 {atalities in year 2001/02 due to trespass-
ing”’ . In another study conducted by Transport Canada, it was found that 57 trespassers
were killed and 40 trespassers were injured in year 1996 in Canada’ . If trespassing could
be spotted by operators as it happens, the number of such fatalities could be reduced. The

annual safety performance report also suggested that 2. 3 fatalities could be prevented per

1) Supported as part by the EU project PRISMATICA(GRD1-2000-10601)

2) Annual Safety Performance Report 2001/02, htip;//www. railwaysafety. org. uk/pdf/railrepo0102/passngr. pdf

3) Railway Safety Facts 1996 Trespasser Occurrences, http://www. tc. ge, ca/raillway/PDF/trespass, pdl
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year 1I the operator can spot the situation from the CCTV and use the PA (public address-
Ing) system to address the situation.

Numerous studies have presented algorithms and systems to automate or semi-auto-
mate the surveillance process and assist the operators in detecting incidents. One of the
major surveillance tasks for a station operator is to identify abandoned objects, as a small
abandoned object could hide a highly destructive bomb placed by a terrorist. Boghossian et
al. proposed an algorithm in detecting stationary objects or abandoned baggage in railway
stations based on motion vectors extracted from the CCTV video images'’). Similarly,
Sacchi et al. proposed a distributed system using an image segmentation technique with di-
rect sequence code-division multiple access (DS/CDMA) technology to detect abandoned
objects in unmanned ratlway stationst?J,

Regarding the prevention of vandalism and violent offences in railway premises, Fuen-
tes et al. proposed a people tracking system {for railway stations based on direct and in-
verse matching matrices'*, On the other hand, Siebel et al. recently proposed a fusion ap-
proach to track passenger movements in railway stations"*?. One level above tracking, Ro-
ta et al. introduces a behaviour analysis system that interprets different scenarios in metro
stations based on tracking, scene modelling and contextual information"*

Apart from incidents involving individuals, overcrowding is one of the major concerns
in railway stations. Bouchala ez al. developed a system for monitoring the crowd in sub-
way corridors'®™. Boghossian et al. introduced a real-time crowd detection system based on

motion information™

. In addition, 1n a previous study, we proposed a system for measur-
ing crowd levels on station platforms'®.

Due to the complex environment in railway stations and the difficulties involved 1n
studying human behaviour, complicated and intense computations are required in most al-
gorithms, and most studies have only focused on certain aspects of the safety and security
1ssues. In the EU-funded project PRISMATICA (*Pro-active Integrated Systems for Secu-
rity Management by Technological, Institutional and Communication Assistance”), dis-
tributed processing 18 chosen as the architecture for developing a complete and practical 1n-
telligent surveillance system for public transport systems'’. Unlike the distributed net-
work of active video sensors proposed by Collins et al. . which focus on tracking objects o-
ver an extended area by cooperating tracking results from multiple sensors, the
PRISMATICA system aims to provide an integrated system which does not only has the
tracking ability using multiple cameras, but it also has the function to monitor other safety
and security aspect, such as the activation of a mobile panic button alarm and the detection
of suspect packages'®.

The PRISMATICA system 1s comparable to the third generation surveillance system
(3GSS) introduced by Marcenaro et al. ; however, instead of spreading the processing
tasks in a distributed network, the tasks are performed locally in each computer or process
within a distributed network, and only the high level information is communicated among
processes %, In terms of reliability and maintainability, the PRISMATICA system is ex-
pected to perform better than the 3GSS, as each process is independent and any failure in
one process will only affect a particular sensor, but the system as a whole will still remain
in operation. In addition, failures could be identified and located much faster than the
3GSS. Furthermore, as only high-level information is passed between processes, the net-
work load ot the proposed system 1s be much less than the 3GSS, a factor that contributes
to achieving the real-time processing requirements.

Although only the high-level information, such as events and alarms, are shown to

1) For more details on the EU Project PRISMATICA please refer to http://www. prismatica. com
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the user, the PRISMATICA system could potentially generate too much information for
operators to identify and react to incidents immediately, as it comprises a considerable
number of different sensors. In addition, certain events or alarms detected from different
sensors could correspond to the same incident, Therefore, a novel concept of fusing differ-
ent evidences from the distributed system 1s presented in this paper for improving the ro-
bustness of the incident detection and providing descriptive messages to operators.

2 PRISMATICA system overview

Due to the limitation on the processing power ol computers and the limited network
bandwidth, traditionally, different detection systems operate independently with their own
user interface and control mechanisms. This creates many difficulties for operators, as

they have to get famihiar with different systems and different operating environment,
which leads to expensive operating cost and reluctance to upgrade new salety-related sys-
tems. As one of the objectives of the PRISMATICA project 1s to provide an operationally
cost-effective intelligent survelllance system. the PRISMATICA system i1s designed as a
distributed system built upon a CORBA (Common Object Request Broker Architecture)
network and comprises different intelligent devices. Each device i1s a standalone process or
system that monitors different safety and security aspect in a raillway system, and an oper-
ator can monitor and control all the connected devices through a operating console. Fig. 1
shows the organisation diagram of the trial PRISMATICA system.
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Fig. 1 Overall organisation of the PRISMATICA trial system

As indicated in the diagram, the PRISMATICA system consists of 6 major components;
1)Local Camera Network;

2)Wireless data/video/audio Transmission System;

3) Intelligent Camera System;
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4) Audio Surveillance System;

5)Contactless Passcard System;

6) MIPSA.
2.1 Local camera network

The Local Camera Network i1s a multi-camera industrial surveillance system, devel-
oped by ILA (Intelligent Laser Applications GmbH) and INRETS (Institut National de
Recherche sur les Transports et leur Sécurité). The system 1s designed for automating cer-
taln monitoring tasks in a transport network, which includes tracking, intrusion detection
in forbidden areas, passengers counting at entries or exits, and occupation rate in strategic
areas''). Due to extensive computation required in those tasks, the Local Camera Network
15 a distributed processing system, where low-level information processing is carried out
locally in each camera unit. High-level information resulting from the camera unit is then

sent across a local network to a local substation or central processing computer in order to
reduce the network load. A Local Camera Network with eight cameras has been installed
in Newcastle Airport (UK) {for validating 1ts functions.
2.2 Wireless data/video/audio transmission system

Wireless transmissions in a raillway environment 1s a very difficult problem, since
moving trains induce substantial amounts of noise to radio signals, and railway companies
often have a strict electromagnetic compatibility (EMC) requirement for electronic equip-
ment., especially radio transmission equipment. In the PRISMATICA project, a wireless
transmission system is developed by the CEA(Commissariat a |’ Energie Atomique) aiming
for temporary video monitoring of sensitive areas (such as delinquency, works, special e-
vents, etc). The system 1s based on direct sequence spread spectrum (DSSS) asyn-
chronous CDMA (A-CDMA) transmissions, which allows for up to 5 radio transmissions
sharing the same frequency band (ISM 2. 44GHz band)'''. As real-time video transmis-
sion requires high bandwidth, wavelet compression 1s used to reduce the amount of data.
To ensure the transmission quality of the compressed data, the system combines the ad-
vantage of DSSS in multi-path propagation with the muitiple access capacity of A-CDMA
systems.
2.3 Intelligent camera system

Similar to the Local Camera Network, the Intelligent Camera System, developed by
INRETS, 1s a multi-camera video surveillance system; however, instead of distributing
the processing in a network, the system is designed to be a single unit which can process
multiple cameras. With the size of a small box, the Intelligent Camera System is capable
of handling up to tour video inputs simultaneously and detect the following events: stand-
ing, intrusion, queue lengths, counter-flow pedestrian traffic and people distribution"'*.
Whenever a situation is detected, the respective information i1s sent to the central system
via the CORBA network so the operators can be alerted, localise the problem and take ap-
propriate action.
2.4 Audio surveillance system

In addition to the video processing systems, an audio surveillance system, developed
by Thales Underwater Systems (France), 1s incorporated in the PRISMATICA system.
The aim of the acoustic surveillance system is to enable the detection of distress calls
(*help”, “stop thiet”, etc) or shouts, during security problems, such as assaults and
thefts'?', As per the intelligent camera system, the detection results are sent to the cen-
tral system for alerting the operators. Together with the video information, the audio in-
formation could further assist the operators in assessing situations.
2.5 Contactless passcard system

Most public transport systems have developed the concept of “help-points” whereby a
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passenger that needs assistance or information presses a button and is then connected to
staff Cusually in a control centre)"'®’. As the “help-point” is fixed, the passenger can be
located and assistance sent when necessary. At the same time, many public transport com-
panies are developing the concept of a contactless “smart card” used as a ticket/pass and
other value-added services. The Contactless Passcard System, developed by RATP (Régie
Autonome des Transports Parisien) , in the PRISMATICA project aims to utilitise and en-
hance the smart card technology to provide a personal mobile “help-point” facility to im-
prove the levels of actual and perceived security. As such, each smart card is equipped
with a panic button, and in case of an emergency, passengers can press the panic button to
alert the stafl. Since the system i1s based on radio transmission, radio receiving stations are
set up throughout the station, and according to the overlapping area of the received sta-
tions, the location of the signalled passcard will be identified.
2.6 MIPSA

MIPSA (Modular Integrated Pedestrian Surveillance Architecture), developed by the
authors, 1s a technical concept that uses state of the art technology to support human oper-
ators in their task to prevent and detect security-threatening situations. Besides being the
display and control front end of the PRISMATICA system, the MIPSA also has a small

video matrix, a database system, an event recording system, a video acquisition and dis-

play system, and a video processing system-'*'. The user interface in the MIPSA provides
a graphical presentation of the station layout together with the sensors marked at the in-
stalled location in order to assist operators in monitoring and controlling the sensors and
actuators, as shown in Fig. 2.
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Fig. 2- The .map windt;#. of the MIPSA

On the other hand, as a frame server (the video matrix) is included in the MIPSA,
the MIPSA can capture and display 16 cameras simultaneously using a multiplexed signal.
Live video are displayed on the MIPSA for operators to monitor the station, and in case of
events a zooming function i1s provided for the operator to focus on the alarmed area. Fig. 3
illustrates the video display of the MIPSA system.

As shown in Fig. 3, event messages, sent by devices, are logged and listed in the e-
vent window below the video displays, and all the logged messages are stored in the data-
base for later retrieval. In addition to logging the event messages, the MIPSA 1s designed
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Fig. 3 Video display window of the MIPSA

to be able to record the concerned video images in the database, and play back the recorded
video together with the associated event messages, 1n order to improve evidence gathering
processes, Furthermore, a self-contained MIPSA system includes up to 5 video processors
for detecting events, such as overcrowding, congestion, stationary objects and motion di-
rections of moving objects. Sample processing outputs are shown in Fig. 4 and Fig. 5.

Fig. 4 (lLeft) Overcrowding and congestion detection result image where the overcrowded area is high-
lighted in black rectangle and the congested area in grey, (Right) Stationary object detection re-
sult image and the stationary pedestrian is highlighted with a black rectangle

Fig.5 (Left) Unusual direction of movement indicated with the grey rectangle. (Right) Motion detec-
tion result where grey colour vectors show different movement directions

2.7 Communication
CORBA has been chosen as the communication backbone of the PRISMATICA system
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where each device is represented as a CORBA object in the network. Among different
CORBA software, ACE/TAOQO has been chosen as the CORBA implementation. With the
real-time optimisation of the ACE/TAQO, the object-oriented nature of CORBA eases the
integration of such large scale and diversified system''*). As ACE/TAO CORBA is in con-
tinuous development, the protocols have been wrapped in a Windows'™ DLI. (Dynamic
Linked Library), called MIPSATAO DILL, which uses a conventional C language inter-
face., All the CORBA interface functions have been encapsulated in the DLL. Therefore,
by using the DLL, developers can build a device in the PRISMATICA system without nee-
ding tamiliarity with CORBA. On the other hand, since the design i1s based on CORBA,
those developers who are familiar with CORBA can develop their devices independently u-
sing any other platforms and the devices can still be integrated into the PRISMATICA sys-
tem. Fig. 6 1llustrates the connection diagram of the PRISMATICA system where the
MCO (MIPSA Communication Object) and DCO (Device Communication Object) are the
CORBA communication objects created by the DLL instance for identifying devices and
links to its functions. In addition to the connection between MIPSA and the devices, sepa-
rate links (device-to-device links) can be set up between two devices, such that device spe-
cific information can be passed between the devices.

MIPSA
MIPSATAO DLL
MCO
Device A I Device B
| MIPSATAO DLI,  |l¢— » TAO ORB - ~  MIPSATAO DLL
. DCO DCO
A =

Device-to-device CORBA communications

Fig. 6 Connection diagram of the PRISMATICA system

2.8 Communication protocol

Although CORBA provides an object-oriented interface of each device, any changes
made 1n one object will require updates on all other interfacing objects. Besides, the entire.
system may need to be rebuilt to cope with any new devices. In order to ease the integra-
tion of new devices, modification of existing devices, and maintain the CORBA object-ori-
ented features, a generic protocol is defined for the PRISMATICA system. Fig. 7 illus-
trates the UML diagram of the generic device model used to design the protocol.

Class

!

1., =
I.. %
Sensor Event

Device

Fig. 7 A generic device model

As shown in Fig. 7, like object-oriented programming, each device instance belongs to
a class of devices (e, g. an intelligent camera device belongs to the class ‘Intelligent Cam-
era’). Each device consists of one or more (1.. % ) sensors (e. g. an intelligent camera de-
vice consists of 4 camera sensors), and each sensor defines one or more (1.. * ) event ob-
jects (e. g. the events monitored by each camera sensor in the intelligent camera device,
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such as standing, intrusion, queue lengths, counter-flow pedestrian traffic and people dis-
tribution). To ease the implementation of the interfaces and to enable the extension of the
protocol, the protocol is defined using XML (eXtensible Markup Language). Fig. 8 shows
a sample register message defined for registering a device to the PRISMATICA system.
For detailed information on the communication and protocol, please refer to | 14 .

(7?7 xml version="1.0"7
(Register version="1,0" Name="Intelligent Camera” MinorName="2. 0" SenalNo="Intell"
ReleaseDate="23/12/2001" NoSensor="1")
(Sensor Name="Camera— 1" SensorType="Video" NoEvent="1")
(Event Name="Crowd" CanDisable="1" Type="Measure" SubType="Pulse" Priority="3")
(Description) Area is crowded{/Description)
(EventConfiguration No="2")
{Setting Name="Threshold" Title="0vercrowding” Type="NP" Range="0,100">
(Default No="1") (Item value="30Q" /) {/Default)
{Intt No="1"){Item value="40"/) {/Init)
{/Setting)
(Setting Name="AQI" Title="Area of interest” Type="AQ0I" Range="Unknown")
(Default No="1"){Item value ="10,10") {(/Default)
{Init No="1") {(Item value="3,3") {(/Init)
{/Setting)
(/EventConfiguration)
(EventReading No="0"/)
(;’#EVEHt>
(SensorConfiguration No="0"/>
(Location position="20,30,1"/)
(Coverage No="3")
(Cell position="20,30,0"/)
(Cell position="19,2%,1"/>
(Cell position="20,30,1"/>
( /Coverage)
{ /Sensor>
{Configuration No="1">
(Setting Name="Site" Title="Geographic location” Type="TEXT" Range="1,40">
{Default No="1")(Item value="Paris" /) {/Default}
{Init No="1">(Item value="1l.ondon"/}{/Init}
{/Setting’
(/Configuration)
(Other No="1")
{Info name= "Designer")Benny Lo{(/Info)
( /QOther)
(/Register?

Fig. 8 Sample device register message

3 Fusing visual and audio information

The PRISMATICA system 1s a mass scale system which consists of numerous devices
with diverse functions, Although only high level event messages are sent to the MIPSA
and presented to the operators, potentially, there could be too much information for the
operator to process and s/he could not react to the situation immediately. As devices are
monitoring ditferent aspect in the raillway, an incident could trigger multiple alarms from
different devices. For example, in an assault situation, the audio surveillance device may
detect people shouting, passengers may push the panic button on their smart cards, and
the intelligent camera may detect certain sudden movement. Correspondingly, the audio
surveillance device, the contactless passcard and the intelligent camera will send alarm
messages simultaneously to the MIPSA, and three messages will be shown to the opera-
tor. Even though the messages denote the same incident, the operator has to go through
all the messages. look at the associated video images, interpret the situation and take appro-
priate action. Instead of assisting the operator, these could complicate the surveillance process.

To simplily the surveillance process and speed up the incident identification, a graph-
ical approach in combination with a Bayesian network 1s designed and incorporated in the

PRISMATICA for {fusing evidences from sensors.
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3.1 Graphical approach to fuse information from different devices

As devices are specialised in monitoring different aspects in the railway, different in-
formation will be generated trom the devices. To combine such diverse information, one
approach is to gather the detection results based on the geographical location of the sen-
sors. Several studies have been conducted on applying 3D scene modelling to model the en-
vironment in order to combine the detection results from different sensors and indicate the
location of the incident"*'*), However, in order to obtain an accurate 3D scene model, ex-
tensive measurements have to be carried out and any changes in the camera position or an-
gle will lead to re-calculation of the scene model.

A traditional graphical approach i1s taken to gather different event information te pin
point the exact location of an incident. A coverage area is defined in the protocol for each
sensor, and the sensor coverage could be defined in the device locally or assigned manually
using the MIPSA. As different stations have different layouts, a grid system is employed
to define the coverage area as shown in Fig. 9 where a 1000 X 1000 grid is overlaid on the
station map.
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Fig. 9 Grid for defining sensor coverage

As shown in Fig. 9, a coverage area is a polygon with the coordinates according to its
position in the grid. To cope with multiple levels in a station, the coordinates are defined
as the 3 dimension coordinates where the third parameter (z axis) represents the level in
the station.

When an event message is received by the MIPSA, the corresponding sensor and its
coverage area are highlighted on the graphical user interface. In case of multiple event
messages sent by sensors regarding an incident detected 1in an area, colour 1s used to illus-
trate the likelihood of the location of the incident. As the incident 1s more likely to occur in
the common coverage area of the signalled sensors, brighter or more noticeable colours
highlight the overlapping areas, similar to a Venn diagram.

N
ZSenerowerage(f;;r s Va2) X SensorSignaled (1)
Plx,y,sz) = — (1)

N
E SensorCoverage (i.x45y.2)

where P(x,v,2) is the probability of an incident occurring in location (x,v,2), and N re-
presents the total number of active sensors connected to MIPSA. In addition, the Sensor-
Coverage(i,x,v,z) represents the coverage of the ™ sensor, and SensorSignaled (1) indi-
cates if an event is detected by the ™ sensor.

Based on the P(x,vy,2), the corresponding colour chosen to highlight coverage area

can be calculated as follows:

K{x.ysz) = 255 (Za)
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G(xrysz) L (2b)
(Plz,y,2) X ZSensorCcmemge(i,x,y,z))

|

B(x,y,2z) =0 (2¢)
where R(x,v,2), G(x,v,2) and B{(x, y,z) are the red, green and blue components re-
spectively of the 24 bits colour chosen to draw the coverage area at position (x,vy,z) of an
alarmed sensor. The parameter ¢ 1s a constant which denotes the colour levels that indicate

the levels of likelihood on the map. An example of highlighting the sensor coverage areas
for determining the location of an incident 1s shown in Fig, 10, where ¢ is set to 3.
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Fig. 10 Highlighting the likelihood of the location of an incident

3.2 Bayesian approach to fuse different evidences

To eftectively reduce the amount of information presented to the operator without los-
ing any significant evidence and assist the operator in determining the situation, a more so-
phisticated method has to be applied to fuse the diverse information {rom different sensors
and 1dentify incidents. As in the previous example where an assault has been detected by
three different devices, instead of displaying the three different alarm messages (shouting,
panic button alarm, and sudden movement), displaying a more descriptive alarm message,
such as “possible assault”, would not only assist the operator in identitying the situation,
but 1t would also shorten the reaction time in coping with the incident. As each device is
designed independently and i1t has its own set of alarm messages, to interpret and gather
these dilferent messages, a degree of artificial intelligence is required.

In this study, a Bayesian network (BN) approach has been chosen to fuse the differ-
ent information sent by the devices and sensors. The graphical representation of the BN
does not only provide a visual presentation of the reasoning behind the BN, but it also ea-
ses the expansion of the network to incorporate new evidences. In addition, the output of
the BN is the posterior probability of the hypothesis that can be used to indicate the confi-
dence level of the inference.

Based on the user requirement, several interesting scenarios have been chosen to im-
plement the BN in this study, which are the trespassing, robbery, collision of tflows, vio-
lence, suspected objects, overcrowding, congestion, rapid increase of crowding level, peo-
ple too close to a platform edge, and blocking exit/entry. The structure of the BN 1s illus-
trated 1in Fig. 11.

Each child node shown in the graph represents an event detected by the respective de-
vice, and several intermediate nodes are designed to group the correlated events and en-
hance the inference of the network. As indicated in the graph, the BN 1s constructed based
on the logic behind each scenario. For example, in the case of a passenger entering a for-
bidden area (trespassing) ., the intrusion alarm of the intelligent camera will be triggered,
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Fig. 11 Bayesian network for fusing multiple evidences

and at the same time, motion in the forbidden area will be detected by MIPSA. In addi-
tion, if any staff or passenger spots the trespassing, someone may shout “Stop”, which
will be detected by the audio surveillance system. As such the node “Trespassing” is as-
signed to be the parent of the nodes “Intrusion”, “Assistance request” and “Motion detec-
tion”. The posterior probability of the occurrence of trespassing i1s calculated as follows:
P(Trespassing = 1) = aA (Trespassing = D na(lTrespassing = 1) (3)
where o 18 the normalisation constant, and A(Trespassing=1) and n(Trespassing=1) are
the A and = evidence of the trespassing node respectively. A(Trespassing=1) and x(Tres-
passing=1) are calculated as follows:
AlTrepassing = 1) =Apwsion CArepassing = 1) X Aasisance CTrepassing = 1) X
Amoion CTrepassing = 1) (4)
n(Trepassing = 1) = Prior(Trepassing = 1)
where Anruwsion C L 7epassing=1), Anwistnce ( L rE€passing=1) and Amvoion ( Trepassing=1)are the
A messages sent by the nodes “Intrusion”, “Assistance request” and “Motion detection”
respectively, and Prior(Trepassing=1) 1s the prior probability of the node “Trespassing”
with state equal to 1. The A messages are formulated as follows.

)
Amtmmn(Trepassin.g=1)=EP(In.trustion = { | Trepassing = 1)A(Intrusion = i)

=
1, Intrustion = 1
O, Intrustion =1

ACIntrustion = 1) = {

(5)

where P (Intrustion=1| Trepassing = 1)1is the conditional probability between the nodes
“Intrusion” and “Trespassing”, and A(Intrustion=1)is the A evidence of the node “Intru-
sion”. If an intrusion alarm 1s triggered, A(Intrustion=1) =1 and A(Intrustion=0)=0.

A dwistance C LrEpassing = 1) =
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(T Assistance (ROBBETyY = 1) Tt pAssistance ( Violence = k)
1 7T Assistance (PE,’Gj)ZE’ — ])
Z P(Assistance = i | Trepassing = 1 & People = j &
=0 A=0 =0 =0 Violence = k & Robbery = 1)
A(Assistance = 1)
A(Assistance = 1) = Ay, (Assistance = 1) X App (Assistance = 1) X Apan.c(Asszstance = 1)
T Assistance (INODbery = [} = Agﬁsiﬁmif?;izzir; i) »
P’ (Violence = k)
A Assistance LY 10lenice = k)
P’ (People = j)
A assistance { €O ple = 7)

1 1 1

xAssiﬁtance(Viozeﬂce — k) —

7T Assistance (PEOPZE? — ]) —
(6)

where magisance (J0Dber y=1) s T assisance ( Violence = k) and masisene ( People = 7 ) denote the
messages sent by the nodes “Robbery”, “Violence” and “People too close to the platform
edge” respectively to the “Assistance request” node. Like P{(Intrustion=1| Trepassing =
1), the P(Assistance=1i| Trepassing=1 & People =; & Violence =k & Robbery=1) re-
presents the conditional probabilities between the node “ Assistance request” and its parent
nodes. In addition, P’ (Robbery=1), P’ (Violence =%) and P’ (People=j) represent the
posterior probabilities of the nodes “Robbery”, “Violence” and “People too close to the
platform edge” respectively. The Ao, (Assistance=1) , Anep (Assistance=1) and A,n. (Assis-
tance=1)are the A messages sent by the children nodes “Stop”, “Help” and “Panic button”
respectively to the node “Assistance request”, and the equations to calculate these A mes-
sages are as follows:

1
Asop (ASSIstance=1) =ZP(Stop=—‘ i | Assistance=1)A(Stop=1) (7a)
=0
L . rl! Stop :]
A(Stop = 1) = <HO, Stop = 7 (7b)
1
Anely (Assistance=1) = EP(HEZ;D:i\AssistanceZi)A(Help:i) (7¢)
=0
N fla HE'ZP — ]
ACHelp = 3) = ko, Help = 5 (7d)
1
Avanic CASsistance=1) = E P(Panic=1i|Assistance=1)A(Panic=1) (7e)
i=0

<’1, Panic = j
0, Panic #
where P(Stop=1|Assistance=1), P(Help=1|Assistance=1) and P(Panic=1|Assistance
—1i)are the conditional probabilities between the node “ Assistance request” and its chil-
dren nodes, “Stop”, “Help” and *Panic button” respectively. Like the intrusion alarm, if
“Stop” is detected by the audio surveillance, A(Stop=1)=1 and A(Stop=0) =0.
AMotion C A repassing — 1) =

( Tvtonon CRa p1d = 1) Tavtorion ( Violennce = k)

11 T Mocion  People = j)
Z E Z 2 P(Motion = i | Trepassing = 1 & People = j & (8a)
SO R0 0 =0 Violence = k & Rapid = [)
A Motion = i)
1, Motion = 1
0, Motion # 1

P'(Rapid = 1)
AMminn(Rapid = [)

A(Panic = j) = (71)

A(Motion = 1) = { (8b)

xMGtiﬁﬂ(Rapid — Z) — (80)
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P’ (Violence = k)
Amgtiﬂn(ViOZE’?’ICe — k)
P’ (People = j)
AMmmn(PEGPZE' — J)
where muvouon (Kapid =1) s Taorion (Violence = k) and stmoen ( People = j) denote the r messages
sent by the nodes “Rapid increase of crowd level”, “Violence” and “People too close to the
platform edge” respectively to the “Motion detection” node. The conditional probability
between the node “Motion detection” and its parents is represented by P(Motion=1| Tre-
passing=1 & People=j & Violence =k & Rapid =1). A(Motion=1) denotes the A evi-
dence of the node “Motion detection”. In addition, P’ (Rapid=1), P’ (Violence =+%k) and
P’ (People=j) represent the posterior probabilities of the nodes “Rapid increase of crowd
level”, “Violence” and “People too close to the platform edge” respectively.

However, as sensors are scattered throughout the stations, the geographical location
of the sensors have to be considered in fusing the different sensor detections. In addition,
in some areas only certain sensors will be installed. as not all the detection 1s applicable 1n
all locations. For example, the incident “People too close to the platform edge” will only
occur on platforms. In order to incorporate the geographical information of the sensors,
sub-networks will be built in different areas to monitor different events. For example, in
the stairs, the sub-network will appear as in Fig. 12, where only the events, violence and
robbery, will be monitored. Table 1 lists all the events and the areas where the events
could occur.

(8d)

T Motion (Vf()[f?ﬂ(?fi’ — k) —

ﬂ'Mmign(Pff()ple — j) — (86)

Table 1 Events and the concerning areas

Events Areas
Violence Corndor, Hall, Platform, Stairs
People too close to the platform edge Platform
Trespassing Hall, Platform
Robbery Corridor, Hall, Platform, Stairs
Collision of flows Corridor, Platform
Suspected objects Corridor, Hall, Platform
Overcrowding Hall, Platform
Congestion Hall, Platform
Rapid increase of crowding level Hall, Platform
Blocking exit/entry Corridor, Hall, Platform

@ Robbery

Motion
detection

(MIP5A)

Abnormal
behaviour

Assistance
request

“Stop” anic Butto “Help” Abnormal Counter flo Abnormal
(Acoustical (Contactless (Acoustical direction of pedestrian stationary
Surveillance) passcard ) Surveillance) movement (Intelligent (Intelligent

Camers )

(MIPSA)

Camera)

Fig. 12 The sub-Bayesian network for detecting incident in stairs

To ease the integration of the PRISMATICA system and enable supervised training of
the BN using the MIPSA, the MIPSA is designed to enable the user to identify different
area types (1. e. Corridor, Hall, Platform or Stairs) on the map, as per assigning the cov-
erage areas for sensors where a grid is used to define the coordinates on the map. In addition,
based on the area type, different events will be monitored and different BNs will be constructed
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accordingly. Fig. 13 shows an example of defining the area types on the map using MIPSA.

Apart from the possibility of events occurring in certain locations, the sensor coverage
ts also one of the major factors to be considered in building the BN. Since only sensors
with overlapping coverage could detect and send information regarding an incident, BN is
only be applied in the area where overlapping coverage 1s tound.

different color polygons respectively

4 Conclusion and discussion

A novel concept of applying a graphical approach together with Bayesian networks is
presented for fusing the information detected by visual, audio and other types of devices.
The proposed graphical presentation of the sensor coverage area not only indicates the like-
lthood of the location of an incident, it also enables the incorporation of geographical infor-
mation 1n constructing the Bayesian network (BN). On the other hand, the BN provides
an inference mechanism to fuse the diverse information from different detection devices and
provides more descriptive information for the operator to assess incidents, A synthetic data
set has been used to validate the concept of applying BN in fusing different information. At
the moment, we are in the process of collecting data for constructing the BN for the real
scenarios and updating the MIPSA to apply the concept in the actual operating environ-
ment, Recently, the MIPSA system has been installed in the Liverpool Street station in

LLondon and Gare de Lyon station in Paris for integrating with other devices and validating
1ts detection functions in the real environment.
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