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A Statistical Model for Parsing Semantic Dependency Relations in a
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Abstract  This paper presents a statistical semantic parser, which could discover the semantic
dependency relations in a Chinese sentence. By these relations the meaning and structure of sen-
tence could be represented. The parser was trained and evaluated on a 1M-word-scale corpus an-
notated with semantic dependency, Semantic Dependency Net (SDN). Various experiments were
carried out to analyze the performance of the parser, and good performance was shown in parsing
domain-unrestricted text. The accuracy reached as high level as the Chinese syntactic parser.
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1 Introduction

Recently many efforts have been made to re-
search on statistical parsers, and many of them are
focused on the syntactic parsing. By using statisti-
cal models trained on the Penn Treebank"!, excit-
ing results were obtained on English parsers™ ™1,
In these English parsers, two conceptions are ap-
plied: the headword of constituent and lexical in-

formation. The headword is a word in the constitu-

ent that could represent the main syntactic and se-
mantic features of the constituent. For example, in

2] phrase structure rules were first

Collins’ parser
converted to the head-modifier dependency rela-
tions, and then the parser was based on the bigram
of these dependencies. In Charniak’s parser ’, the
model was based on the probabilities of rules that
extend a parse tree. Furthermore, the probability
of a rule was factored into three parts: the proba-

bility of the headword of the constituent, the prob-

WOk H 1. 2003-03-21 ;8 R CE) H 1. 2004-07-12. A TR 4G B B 5« /X =7 i B AR W 98 & J& 1T R 300 H 3k 42 (2001 AA114071) ¥E BYy.
ZBAEE . 40,1977 AL R s AR F B SO B RS L A SR TE S AL A R SCHE UM, ZEIB T, L, 1964 4F R LR L F ST 5 40
Bk AR TE T B v SCAF A B 4% b RS R A FE, BB 5. 1035 AR AR L R L A SO, R SR IR SO RS A
. BERE W 1928 4R B A O, B STAUEUON AR S 505 BALEL .
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ability of the form of the constituent structure giv-
en the headword, and the probabilities of sub-con-
stituents. High accuracy of 90. 1% precision/recall
on average has been reported on the English pars-
ers evaluated on Penn Treebank™. For Chinese, a
few efforts were made. Zhou Qiang proposed a sta-
tistics-based Chinese parser'™, in which different
kinds of statistics extracted from treebank were
combined. High accuracy was achieved, but it was
evaluated on a small corpus. Zhou Ming proposed
a block-based dependency parser'” for unrestricted
Chinese text, which integrated phrase structure
approach and dependency parsing approach suc-
cessfully and achieved satisfactory initial results.
However, all above works are focused on syn-
tax. Very limited work has been done with seman-
tic parsing for domain-unrestricted text in all lan-
guages. For English, a large semantic annotated
corpus (FrameNet)™ was built, and some work on
the corpus has been reported, while for Chinese
few works was reported at present. But Semantic
parsing is an important task for natural language
the

meaning of sentences, even paragraphs and docu-

processing (NLP), because understanding
ments is one of the main goals of NLP, and this
cannot accomplish without the semantic parsing.
Furthermore, Chinese is a language quite different
from English, for it is meaning-combined and
word-order-free language. So semantic parsing is
more important to Chinese NLP.

In this paper, a novel parser based on seman-
tic dependency is presented. The parser can discov-
er the semantic dependency relations in a sentence,
which are used to represent the meaning and struc-
ture of the sentence. A large corpus annotated
with semantic dependency, Semantic Dependency
Net (SDN), was built"’). The parser is trained and
evaluated on it. Various experiments are carried
out to analyze the performance of the parser. Al-
though the research of the parser is still in its early
stage, it has shown a promising performance. The
accuracy reached as high level as the Chinese syn-
tactic parser'’.

This parser has three notable features. First,
it parses the semantic structure of sentence direct-
ly, avoiding the stage of parsing syntactic struc-
ture. Second, it is a data-driven parser, for no
hand-crafted rules are needed unlike phrase struc-
ture parsers. In our model, every word is permit-
ted to be dependent on any other word in a sen-
tence. Finally, the probability of relation between

words is trained on annotated corpus. All knowl-

edge used in the parser is automatically acquired
from the corpus.

In the following, the annotated corpus used in
training and evaluating the parser is briefly intro-
duced in section 2. Then the statistical model and
algorithm are described in section 3 and 4 in detail.
Some experimental results with analysis are given
in section 5, and detailed error analyses are presen-
ted in section 6. Finally, concluding remarks and

future research directions are given in section 7.
2 Semantic dependency net

A large corpus annotated with semantic depend-
t1. The corpus consisted of about
1,000,000 words (about 1,500,000 Chinese char-

acters).

ency was buil

The texts were selected from the news of
People Daily, and its domain covers the politics, e-

All words in the

corpus were tagged with the semantic classes. All

conomy, science, sports, etc,

sentences were annotated with semantic dependen-
cy relations, which could represent Chinese syntac-
tic and semantic structures at the same time.
2.1 Semantic classes

The definition of Semantic classes follows Dic-
tionary o f Synonymous Words (Tong Yi Ci Ci Lin)H,
All these semantic classes are organized as a tree,
which has three levels. The first level contains 18
classes, the second level contains 101 classes, and
the third level contains 1434 classes. Since the pro-
ject of tagging semantic classes was completed in
1998, the annotated corpus has been used for sev-
eral years in the researches on automatic semantic
class tagging. Now, high accuracy of 92. 73% has

"1 on tagging semantic classes.

reached"
2.2 Semantic dependency relationship

In our tagging scheme, dependency grammar
is used to represent the meaning and structure of a
sentence, and conceptions of headword and lexical
information are stressed. Let S be the sentence
composed of words tagged with semantic classes,
S={(wi 510, {wy 5205, {wyssyr ). Then, a list
of semantic dependency relations'’?! is defined as:
SRL={SR(1),SR(2),++,SR(N)}, where SR(i) =
(H;,R;). SR stands for semantic relation. SR ()=
(H;,R;) states that the H,-th word is the head-
word to the i-th word with semantic relation R;. If
the word j is the sentential head, then SR(;) =
(H;,R))=(—1,“Kernel word”).

For example, a sentence is shown in Figure 1
(a). The semantic dependency relation list and se-
mantic dependency tree are shown in Figure 1 (b)
and (c) respectively.
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Chinese (zw;/s:) : #/Dd15 {4/ Ael3 IT4FEHR/Call 143/Ka0l FM/Gb21 H/Aa04 KW/ Hc05 B/ Dald #/Kdol #)~/1e01 i1/ Hj28

English: These years, Doctor Yang pays a lot of attention to the popularization and application of his invention.

(a) The sentence tagged with semantic classes

i SR()
Modifier(7) HeadWord(H;) . .
Semantic Relation (R;)
Index Word Index Word

1 #/Yang 2 181 /Doctor PR 52 /Restrictive

2 -1 /Doctor 5 H AW /pay attention to 2563 / Experiencer

3 i 4K /these years 5 H W /pay attention to i} (6] / Time

4 + 43 /a lot 5 )/ pay attention to ¥ /Degree

5 H A /pay attention to —1 —1 #% 0 143/ Kernel word

6 H /his 8 J IR/ production PR %2 /Restrictive

7 & W] /invention 8 JAR / production FR %€ /Restrictive

8 A/ production 10 #E) /popularization %% /Content

9 4/ of 8 AR/ product “fh” FAHAE /< De’ dependency
10 £/ popularization 5 H A /pay attention to H 4%/ Target
11 i Ffl /application 10 ) /popularization #% $ / Coordination

(b) The sentence annotated with semantic dependency

HA

time,
il degfee
reslriclive/‘
B oW ARk b B

[Yang] [Doctor] [theseyear] [alot]

[payattentionto ]

Ei
C()yélvl \

T T

restrictin® De L.
TestriCiive | depradency coopdination

FooORW R W T A

[his] [production]  [popularization ]

[invention | [of] [application |

(c) The semantic dependency tree of the sentence, headwords are linked with bold lines, and modifier words are linked with arrow lines

Figure 1

The tag set of dependency relations contains

70 relationst ,

which include 59 semantic rela-
tions, 9 syntactic relations and 2 special relations.
Most of semantic relations are selected from the set
of semantic relations defined in HowNet'"*, for in-
stance, Agent, Patient, Possessor, Possession, Ex-
periencer,Content, Time, Timelni, TimeFin, Loca-
tion, LocationIni, LocationFin, Cause, Purpose,
and so on. Syntactic relations are used to annotate
the special structures that do not have exact sense

‘De’ depend-

ency s Tense& Voice, Preposition, and so on. In ad-

in terms of semantics, for instance,

dition, there are two special relations: “ Kernel
word” is to indicate the headword of a sentence,
and “Failure” is to indicate the word that cannot
be annotated with dependency relations because the
sentence is not completed.

3 Statistical model

3.1 Parsing procedure

How to parse a sentence with dependency
grammar will be described before discussing the
statistical model and algorithm. To begin parsing,
pairs of neighbor words that are dependent are

merged firstly to extend larger constituents, and

An overview of the representation used by the model

these new constituents are labeled with the head-
words and their merging operations (For conven-
ience, they are called as the headword and the last
operation of the constituents, respectively). Then
the new constituents are merged with other de-
pendent neighbor constituents or words, and so
on, until a constituent spanning the whole sen-
tence is created. The merging operation can be
written in the format of (Semantic Relation, left/
right), where “Semantic Relation” is the relation
between the two merged words, and it can be any
relation defined in section 2. 2. “Left/right” indi-
cates the origin of the headword, that is, “Left/
right” means the headword comes from the left or
right node. Especially, NULL operation is defined
to describe the last operation for leaves of parse
tree. For example, the merging procedure can be
described as a binary tree in Figure 2. In the binary
semantic dependency tree, leaf node “Fa Ming/in-
vention” is firstly merged with leaf node “Cheng
Guo/production” to create a new constituent la-
beled with “Cheng Guo/production” and (Restric-
tive, right). Then the node is merged with “Qi/
his”, and so on.

Sometimes two words are directly dependent



1682 £7 R S /| A ! 2004 4F
£ P(DT*|S)=P(T"|S)=maxP(DT|S)
(E‘('periem'erk,right) @
HH =max P(T|S) (2)
P 2 0
(Timgori g) where Q) ,Q are the set of all possible semantic de-
i, . .
(D«grw,hright) pendency trees and the set of all possible binary se-
B mantic dependency trees, respectively. The proba-
(T“"g“”sz“ bility of binary tree T can be defined as the product
KL of the probabilities of all operations that extend the
(R(Jyu‘nw,rlght ) .
tree. For an N-word sentence, N operations are
BUR . .
e’ dependency,leN) needed to build the semantic dependency tree.
R The process of building a semantic dependency
R“W"“‘"z’ﬁrigh ) I, tree can be described as Figure 3. ¢, is the £-th op-
(Remj%j;e’,right) RME%I_%vrighi(’“”"dmu““"’l‘fﬂ) eration to be taken by the parser, and T, ; is the
/ f’ & prefix structure that is built by operations ¢, »q; »
70 S S B i s N S = S B 2 SO (O =9 I U | . .
['Yang] [Doctor ] [theseyear] [alot ] [his] [production] [popularization ] i1 ESpeCIaHYs T, is a tree that has a node
[payattentionto]  [invention] [de’] [application ] {(wy ss1). The probability of operation gy is Only re-
Figure 2 One of binary semantic parse trees in Example 1.

Headwords are linked with bold lines, and modi-
fier words are linked with arrow lines

on another word at the same time, that is, two
words are in the same level of the semantic depend-
ency tree and they both are adjacent to the head-
word. For example, “Fa Ming/invention” and
“de/of” are both directly dependent on their head-
word “Cheng Guo/production”. Their merging se-
quence is arbitrary, so more than one binary tree
can be mapped to one semantic dependency tree.
Figure 2 is only one of them. But a binary semantic
dependency tree can be converted to one and only
one semantic dependency tree, because a series of
merging operations can build a unique semantic de-
pendency tree,
3.2 Statistical model

The aim of our parser is to take a sentence
tagged with semantic classes as its input (for ex-
ample Figure 1(a)) and to produce a semantic de-
pendency tree as its output (Figure 1(c)). This
parser is based upon a statistical model, which as-
signs a probability to every candidate semantic de-
pendency tree DT of a sentence S. The parser
searches for the semantic dependency tree that
maximizes the probability.

The probability of semantic dependency tree
DT of sentence S can be defined as

P(DT|S)=argmax P (T|S)
@DT
where @pr is the set of all binary semantic depend-

D

ency trees that can be converted to dependency tree
DT. Because one binary tree can be mapped only
one dependency tree, to search the dependency tree
with the maximum probability is equivalent to
search the binary tree with the maximum probabili-
ty. The optimal binary tree T corresponds to the
optimal semantic dependency tree DT " .

lated to prefix structure T,_; and sentence S, that
is, P(q,|Tv-1,S). So the probability of binary se-

mantic dependency tree is
N

PTIS=[] [Pl Ti 9]

k=1
qn
I >, '1“\,

q, = Qi1 T qy
Figure 3 Building a semantic dependency tree

To

k=1

where ¢, € R, Ris the operation set, and it in-
cludes all merging operation and “NULL” opera-
tion(“NULL” operation means we do nothing. ).
In building the tree in Figure 2, for example, oper-
ation sequence is (Restriction, right) between first
and second word, (Restriction, right) between
seventh and eighth word, -+, (Experiencer,
right) between node “{#+:, (Restriction, right)”
and node “HA, (Time, right)”.

Here, we assume the operation is only deter-
mined by the two nodes that are to be merged, and
two kinds of information will help to predict the
next operation: the headwords P (g | (wy, + 5, )
(w,, +5,, ) and last operations P(q, |7, ,r, ) of the
two nodes. [, . g, are the left node and right node to
be operated, w;,s; are the word and semantic class
of the headword of the node 7, and r; is last opera-
tion of node 7, the operation by which the node 7 is
created.

In our parser, the two kind of statistical mod-
els are combined, and the score of semantic de-

pendency tree is:
N
Score(T|S)=>7 [(1—1logP(q: | (w, »5, )

k=1

(wy, +5,,0) F2alogP |7y, vr, )]
€5)

where A is a interpolation weight, and in the fol-
lowing experiments A=0. 3.
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Here P(q,; | Cuwy 55y, 05 Cw, 55, )) is called as
dependency bigram, and P (q, | 7, sy, ) as relation
bigram. Although there are two conditions in the
above two conditional functions, they are still
called ‘bigram’, because if operation decisions are
viewed as Markov chain, and current decision is at
the state 7, then both conditions have been deter-
mined at the preceding state t—1.

3.3 Parameter estimation
3.3.1
Let V be the vocabulary of all words seen in

Dependency bigram

training data, and T be the tag set of semantic

classes. Any word pair {w;,s;){w, 5,7, wi»w; €

V.si.s; €T in the vocabulary can be merged by any

operation ¢, € R, and the probability is estimated

in the same way as [ 8].

Clqr»Cw;issi) s {wjss; )

Cwissi) s (wjss;))

5

where C({w;,s;>,(w,,s;)) is the number of times

P(Q}g|<u';’s,'><w]75]>):

that (w;,s;> and {w;,s;) are seen in the same sen-
tence in training data. C(q,, (w;ss;)s(w;ss;0) 1s
the number of times that (w,,s;> and (w;,s;) are
seen in the same sentence and merged by the oper-
ation qy.

In a sentence, some words may be not merged
directly, for example “bo shi/doctor” and “jin nian
lai/these years” in Figure 1 (¢). The equation (5)
implies that the probability of no-merge operation
is taken into account by the model, although it is
not directly multiplied to the equation (4). The
sum of the probabilities of all merging operations
and that of no-merge operation is 1.

3.3.2 Relation bigram

Relation bigram describes the operations se-
quence during building binary semantic dependency
tree, and it is related to merging procedure. How-
ever, one semantic dependency tree can be mapped
to more than one binary semantic dependency tree,
so some additional rules must be defined to select a
unique binary tree in training. Considering the
characteristics of Chinese language, a simple bina-
rization scheme (shown in Figure 4) is taken.
When more than one modifier words are in the
same level of the dependency tree, the words fol-
lowing the headword are firstly merged to the
headword, and then the preceding words. This
simple binarization scheme may be not proper in
representing the sentence structure in some cases,
for example, the binary tree converted from the
dependency tree in Figure 1 according to this
scheme is not the same with that one shown in Fig-
ure 2, which we preferred to. But the binarization

scheme is simple and effective, and experiment 3 (in
section 5. 3) showed that relation bigram trained by
the method improves the performance significantly.

w uv: w; Wiy w,
Figure 4  Binarization scheme. w; is the headword to the
constituent, and others are modifier words. The

merging sequence is labeled on the edge
The operation can be described by relation bigram:
C(kariﬂ”]) (6)

ZC(q,r,-,rb,)
qER .
where q,.q.7i,7; €R, and C(q,,7;»7r;) is the num-

Plq | rivr)) =

ber of the times that the operation g, takes place
between two nodes, whose last relations are re-
spectively r; and r;. ZC(q, r;»7;) is the summa-

7eR
tion of all kinds of operations seen in the training

data that take place between the those two nodes.
3.4 Sparse data
3.4.1

Data Sparseness is a serious problem in the

In dependency bigram

domain-unrestricted statistical parsers. In the
word-based dependency bigram, there are about
1,800,000,000,000 parameters to be estimated,
while 30,000 pairs of (g, »{w;,s;?s{w,,s;7) 3-tuple
are seen twice, and 200, 000 pairs are seen only
once. In our parser, deleted-interpolation strategy
is used to smooth the parameter. When parameter
is estimated, not only the lexical information but
also semantic class information is concerned. In the
corpus, words are tagged with hierarchical seman-
tic classes that have three levels. Therefore, word-
based parameters can be interpolated with the pa-
rameters based on three levels semantic class re-
spectively. By the interpolation, we make full use
of the semantic class information, which is also
proved to be effective and robust on predicting the
dependency relations in the following experiments.
Firstly, four functions are defined:

Elzg—j, Egzg—j, E,S:g—j, Ii—%? @
where:
0 =Clw,;»w;), &=CGi,.s)),
8, =CGiast)s 8, =C(sl.sh),

7 =C(qiswiyw;)s 7, =C(gussis50),

7, =C(q»s7557) s 7, =C(qssi55) s
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and s',s*,s° stand for the first-level, second-level,
and third-level semantic classes, respectively. As
we have described in section 2.1, the first level
contains 18 classes, the second level 101 classes.,
and the third level 1434 classes, so E,,E;,E, will
We smooth the de-
pendency probability using interpolation with the

be trained more sufficiently.

formula:
Plqgi| (wivsy o {w;,s,0)=A *E, +
A=2D) QA E,+ =20 Qs Es (1 —A3) < E)D)
(8
Parameters A, s, »A; are computed with a sim-
pler approach, which is reported to perform well in
[14].
_ O
6,+Ce06,+B’
Jl, at word level
n=x< 2, at the third semantic level

Au
D)

3, at the second semantic level

where ¢, = Zh (9,0, h(y,) is an indicator func-

%W ER
1, 7]”:1
0, 7,71

versity of the distribution of E,. The larger o, is in

o, represents the di-

tion, and h(y,) = {

equation (9), the smaller the 2, is in equation (8).
B and C are constants. In our parser, constants B
and C are both equal to 1.

3.4.2

Like dependency bigram, parameters in rela-

In Relation bigram

tion bigram model are smoothed with the similar
method, while equation (7)—(9) is replaced by
(10)—(12):

I 1 L A
1 8{ 9 23 8£+6g ’ 4 8;
where
8 =Crivr)), 0=CGr),
8= C(r), 51=>C(g) >
"
77;: C(qk,ri,r,)e 77;: C((Ikﬁri)’
0= C(qy.7;) M= Clq).
Plql|ri.rp)=
AL ElF Q2D » E Q=2 « ED
(1D
J d n=1
ﬁ’ -
- 5, +C" +5,+ (12
1 8, 0, n=23
8, +65+C ¢ (o) +0i)+B"’

4 Parsing algorithm

4.1 The dynamic programming algorithm
In operation set, NULLER is the starting

operation for a sentence; and Kernel word €R is
the ending operation. The central data structure of
the algorithm is a dynamic programming array:
nli,j,q-hw] holds the maximum score for a con-
stituent, which is merged by operation ¢, span
words i++-j, and have headword hw. The goal of
the search is to find # [ 1,7, “Kernel word” , hw].
Back-pointers in the dynamic programming array
can be used to store the path leading to the highest
score tree.

The basis of the algorithm is an iterative pro-
cedure;

1. Initial step:

ali.i» NULL,w; ]=0,for i=1,2,--
w; 1s the i-the word in the sentence;

,n, where

2. Iterative step:

wlisjsqshw]= max {xli.m.r, shw, |+
i=m=j.r;sr €R

alm+1.j,r,  hw, ]+

(1—DlogP(q|hw, shw,)+

AlogP(qlrisr) s
for 1<<:<<j<{n, where hw,.hw, are the headwords
of two merged nodes, r,,r, are their last relations.

In iterative step, if two proposed constituents
span the same set of words, have the same head-
word and the same last operation, the lower score
constituent can be safely discarded. The dynamic
programming algorithm is simpler than chart par-
ser, which is widely used in [37], [7], etc.
4.2 Pruning
To speed up parsing procedure, pruning strat-

egy is taken into account. All z[7,j,q,hw] with
the same i, ; are stored in the same stacks and
ranked by the score. If the score of first constitu-
ent in the stack is P, , all other constituents in the
same stack must have score greater than P, /g for
some constant 3. The constituent whose score is
lower than the threshold will be discarded. At the
same time, if the rank of a constituent in the stack
is lower than some threshold, the maximum stack
length, it is also discarded. In our parser, fis e-
qual to ¢ =20, and maximum stack length is 20.

S The experiment

Semantic Dependency Net (SDN) corpus was
used in training and testing the parser. About 110,
000 sentences (approximately 830, 000 words)
were used in training, and about 22,300 sentences
(approximately 170,000 words) were used in tes-
ting. In following experiments, sentences with
manually tagged semantic classes were taken as in-
put.

Measures are defined to evaluate the perform-

ance of our model.
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Relation Precision(RP)=
number of correct semantic dependency 3-tuples
number of all semantic dependency 3-tuples

(13)

Crossing Brackets =

number of semantic dependency 3-tuples

in which headword is not correct given the

modi fier word (14)
where Semantic dependency 3-tuple is (Modifier,
Headword,Semantic Relation). Then, other meas-
ures are defined: CB is average number of crossing
brackets per sentence, 0 CB is the percentage of
sentences with zero crossing brackets, and 2 CB is
the percentage of sentences with < 2 crossing
brackets.
5.1 Experiment 1: Unsmoothed parser

First, simple tests on training and testing data
are carried out. In the experiment, Equation (5) is
used to estimate the dependency bigram based on
word, semantic class in various levels, separately.
That is, only one A in equation (8) is equal to 1,
and the others are 0. Equation (6) is used to esti-
mate the relation bigram. Table 1 shows the per-
formance of word based, third class based, second
class based, and first-class-based parsers.

Table 1 Results of unsmoothed parsers on training and testing data

RP
training data( %) testing data( %)
Word based (21 =1) 93. 64 56.07
Third class based (A =1) 77.76 60. 41
Second class based (A3 =1) 47. 24 46.48
First class based (1, =1) 30. 64 29. 67

On training data, word based parser performs
perfect, which proves the correctness and effective
of our model. However, the performance of se-
mantic class based parsers reduced dramatically.
One reason for these is that lexical information is
more predictable than semantic class. Another rea-
son is that the definitions of semantic classes and
semantic dependency relation may be not consist-
ent, because their definitions come from different
theories of semantics, but the degree how it influ-
ences on the performance has to be tested in fur-
ther experiments.

On testing data, the performance of un-
smoothed parsers is rather poor. The performance
of word-based parser is worse than that of third-
class-based one, and both of them are worse than
those on trainging data, but first-class and second-
class-based parsers performed similarly on training
and testing data. Sparse data is the major reason
for the differences, because there are too many pa-

rameters to be estimated in word-based model.
5.2 Experiment 2. Smoothed parser

In this experiment, parameters are smoothed
with equation (8), (11) and the interpolation pa-
rameters are computed with equation (9), (12).
The semantic class information was added to equa-
tion (8) step by step from the third semantic class
to the first class. All these experiments are carried
on testing data.

Table 2 Results of smoothed persers different method
RP(%) CB 0CB(%) 2 CB(%)
Word based, unsmoothed 56.07 2.20  35.50 71.27
Smoothed by third class 64.66 1.82  43.47 73.07
Smoothed by third and
second class

Configuration

67.51 1.60  47.60 73.63

Smoothed by third, second,

7.5 . 7.
and first class 67.56  1.60 4762

-3
w
l
o

The results show that the more information is
added to the model, the higher performance was a-
chieved. The performance of the word-based parser
smoothed by three levels semantic classes is similar
to that of the syntactic parser’™. Zhou Ming’s par-
ser is evaluated on the 1,400 sentences from China
Daily, and its analysis precision is 67.7%. How-
ever, these two results are not comparable. The
tagging scheme and tag set are quite different be-
tween Zhou Ming’ s parser and our parser. The
former is of Syntax, and they only defined 11 kinds
of blocks and 17 kinds of dependency relations; the
latter is of Semantics, and we defined 70 kinds of
dependency relations, so our task is much more
difficult. On the other hand, the part-of-speech la-
bels are automatically tagged in Zhou Ming’s par-
ser, while the semantic classes are tagged by man-
ual in our parser.

5.3 Experiment 3. Contribution of relation bigram

The contribution of relation bigram to per-
formance is tested in this experiment. When per-
formance only using dependency bigram is tested,
we let A be 1 in equation (4).

Table 3 The contribution of various components of the model

RP(%) CB 0CB(%) 2 CB(%)

Configuation

Dependency bigram 64. 21 1.83 41.53 71. 26

Dependency bigram and o, 50 6 47 60 7353
relation bigram

Table 3 shows that relation bigram improves
the performance. We think the reason is that last
relations can represent some semantic and syntactic
functions of the constituent, which are helpful in
predicting the next operation.

6 Error analysis

There are two kinds of sources of error. One
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is from the mismatch between training data and
testing data. Some sentence patterns, frames, and
collocations in testing data are few or never seen in
training data. Generally, this kind of errors can be
reduced and solved by adding more training data.
The other is from model, that is, the model cannot

M()
#Jﬁ'—ﬁé restrictive
de&dLnLy

- E§} i

quiet de  mountain fldtldnd

(a)
Figure 5 NP-NP modification error.
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7E ] R R w9
[in] [broadcast] [and] [news] [domain ]
[television ] [wire service ]
(a)
Figure 6 Coordination attachment error.
% i
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[to make sure ] [mutual [de] [relationship ] progress]
benefit] [economy and trade ] [make |

(a)

distinguish different sentence structures due to its
simplification. In the parser, we assume the mer-
ging operation is only related to the two nodes that
are to be merged, which must lead to errors to
some extent. Three major error types of this kind

are given in Figures 5~7.

rLstrw{ ve
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.
/ depquency

T ] i

quiet de  mountain fl dtldnd

(b)

Starred example is correct, and alternative is parse error

Ke
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[in] [broadcast] [and] [news] [domain ]
[television ] [wire service ]
(b)

Starred example is correct, and alternative is parse error
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8

ake ]

Figure 7 Relative clause error. Starred example is correct, and alternative is parse error

From the examples, we can see that the parser
neglects some structure constrains, because we as-
sume that the merging operations are dependent
Further improve-
More

structure features should be added to model in fu-

only on the two merged nodes.
ments are needed to solve this kind of error.

ture parsers, for example, valence of verbs, the
surrounding words of the two merged node, sub
nodes of the merged node, and so on.

7 Conclusion

We have presented a semantic parser, which
could discover the semantic dependency relations in
a sentence. The parser is evaluated on a large cor-

pus annotated with semantic dependency. and
shows good performance and robustness in parsing
unrestricted text. In addition, the parser is easy to
build, because the parameter of the parser can be
automatically learned from semantic dependency
annotated corpus, which is much easier to build
than the corpus annotated with phrase structure.
This method is also applicable to parse semantic
relations for other languages.

Much further work will be needed. Many
more features of sentences could be integrated in
the statistical parsing model, which we have dis-
cussed in section 6. Then semantic class auto-tag-

ging should be integrated in the parser.
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