
arXiv.org > cs > arXiv:1305.4446 

Computer Science > Information Theory

An analysis of block sampling 
strategies in compressed sensing
Jérémie Bigot (DMIA), Claire Boyer (IMT), Pierre Weiss (ITAV)

(Submitted on 20 May 2013)

Compressed sensing (CS) is a theory which guarantees the exact recovery of 
sparse signals from a few number of linear projections. The sampling 
schemes suggested by current CS theories are often of little relevance since 
they cannot be implemented on practical acquisition systems. In this paper, we 
study a new random sampling approach that consists in selecting a set of 
blocks that are predefined by the application of interest. A typical example is 
the case where the blocks consist in horizontal lines in the 2D Fourier plane. 
We provide theoretical results on the number of blocks that are required for 
exact sparse signal reconstruction in a noise free setting. We illustrate this 
theory for various sensing matrices appearing in applications such as time-
frequency bases. A typical result states that it is sufficient to acquire no more 
than $O\left(s \ln^2(n) \right)$ lines in the 2D Fourier domain for the perfect 
reconstruction of an $s$-sparse image of size $\sqrt{n} \times \sqrt{n}$ . The 
proposed results have a large number of potential applications in systems 
such as magnetic resonance imaging, radio-interferometry or ultra-sound 
imaging. 

Submission history
From: Claire Boyer [view email] 

[v1] Mon, 20 May 2013 06:35:17 GMT (178kb)

Which authors of this paper are endorsers?

Link back to: arXiv, form interface, contact. 

Download:
● PDF 
● PostScript 
● Other formats 

Current browse context:
cs.IT
< prev | next > 
new | recent | 1305

Change to browse by:
cs
math

math.ST 
stat 

References & Citations
● NASA ADS 

DBLP - CS Bibliography 
listing | bibtex 

Jérémie Bigot
Claire Boyer
Pierre Weiss

Bookmark(what is this?) 

         

 

Subjects: Information Theory (cs.IT); Statistics Theory (math.ST)
Cite as: arXiv:1305.4446 [cs.IT]
  (or arXiv:1305.4446v1 [cs.IT] for this version)

We gratefully acknowledge support from
the Simons Foundation

and member institutions 

(Help | Advanced search)

    

Search or Article-id

All papers Go!


