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Recently, an extension of independent component analysis (ICA) from one to 
multiple datasets, termed independent vector analysis (IVA), has been the 
subject of significant research interest. IVA has also been shown to be a 
generalization of Hotelling's canonical correlation analysis. In this paper, we 
provide the identification conditions for a general IVA formulation, which 
accounts for linear, nonlinear, and sample-to-sample dependencies. The 
identification conditions are a generalization of previous results for ICA and for 
IVA when samples are independently and identically distributed. Furthermore, 
a principal aim of IVA is the identification of dependent sources between 
datasets. Thus, we provide the additional conditions for when the arbitrary 
ordering of the sources within each dataset is common. Performance bounds 
in terms of the Cramer-Rao lower bound are also provided for the demixing 
matrices and interference to source ratio. The performance of two IVA 
algorithms are compared to the theoretical bounds. 

Submission history
From: Matthew Anderson [view email] 

[v1] Fri, 29 Mar 2013 19:52:31 GMT (118kb,D)

Which authors of this paper are endorsers?

Link back to: arXiv, form interface, contact. 

Download:
● PDF 
● Other formats 

Current browse context:
cs.LG
< prev | next > 
new | recent | 1303

Change to browse by:
cs

cs.IT 
math
stat

stat.ML  

References & Citations
● NASA ADS 

DBLP - CS Bibliography 
listing | bibtex 

Matthew Anderson
Gengshen Fu
Ronald Phlypo
Tülay Adali

Bookmark(what is this?) 

         

 

Comments: 14 pages, 5 figures, in review for IEEE Trans. on Signal 
Processing

Subjects: Learning (cs.LG); Information Theory (cs.IT); Machine 
Learning (stat.ML)

Cite as: arXiv:1303.7474 [cs.LG]
  (or arXiv:1303.7474v1 [cs.LG] for this version)

We gratefully acknowledge support from
the Simons Foundation

and member institutions 

(Help | Advanced search)

    

Search or Article-id

All papers Go!


