
arXiv.org > stat > arXiv:1303.2827 

Statistics > Machine Learning

Linear system identification using 
stable spline kernels and PLQ 
penalties
Aleksandr Y. Aravkin, James V. Burke, Gianluigi Pillonetto

(Submitted on 12 Mar 2013)

The classical approach to linear system identification is given by parametric 
Prediction Error Methods (PEM). In this context, model complexity is often 
unknown so that a model order selection step is needed to suitably trade-off 
bias and variance. Recently, a different approach to linear system 
identification has been introduced, where model order determination is 
avoided by using a regularized least squares framework. In particular, the 
penalty term on the impulse response is defined by so called stable spline 
kernels. They embed information on regularity and BIBO stability, and depend 
on a small number of parameters which can be estimated from data. In this 
paper, we provide new nonsmooth formulations of the stable spline estimator. 
In particular, we consider linear system identification problems in a very broad 
context, where regularization functionals and data misfits can come from a rich 
set of piecewise linear quadratic functions. Moreover, our anal- ysis includes 
polyhedral inequality constraints on the unknown impulse response. For any 
formulation in this class, we show that interior point methods can be used to 
solve the system identification problem, with complexity O(n3)+O(mn2) in each 
iteration, where n and m are the number of impulse response coefficients and 
measurements, respectively. The usefulness of the framework is illustrated via 
a numerical experiment where output measurements are contaminated by 
outliers. 
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