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We have proposed an ensemble method which aggregates over clusters of 
predictor variables. We form the clusters (we call phalanxes) by joining 
variables together. The variables in a phalanx are good to put together, and 
the variables in different phalanxes are good to ensemble. We then build our 
ensemble of phalanxes (EPX) by growing a random forest (RF) in each 
phalanx and aggregating them over the phalanxes. We have applied our 
ensemble EPX to rank rare active compounds ahead of the majority inactive 
compounds in four drug discovery assay datasets, and compared its 
performances with random forest and regularized random forest (RRF). Five 
descriptor sets are tried for each of the four assays. Our ensemble EPX was 
found superior to RF and RRF in most of the times. The improvement of our 
ensemble over RF and RRF is impressive when datasets contain a small 
proportion of active compounds and/or many predictors. 
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