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The use of alternative measures to evaluate classifier performance is gaining 
attention, specially for imbalanced problems. However, the use of these 
measures in the classifier design process is still unsolved. In this work we 
propose a classifier designed specifically to optimize one of these alternative 
measures, namely, the so-called F-measure. Nevertheless, the technique is 
general, and it can be used to optimize other evaluation measures. An 
algorithm to train the novel classifier is proposed, and the numerical scheme 
is tested with several databases, showing the optimality and robustness of the 
presented classifier. 

Submission history
From: Marcelo Fiori [view email] 

[v1] Tue, 7 May 2013 04:05:24 GMT (229kb,D)

Which authors of this paper are endorsers?

Link back to: arXiv, form interface, contact. 

Download:
● PDF 
● Other formats 

Current browse context:
cs.CV
< prev | next > 
new | recent | 1305

Change to browse by:
cs

cs.LG 
stat

stat.ML  

References & Citations
● NASA ADS 

DBLP - CS Bibliography 
listing | bibtex 

Matías Di Martino
Guzmán Hernández
Marcelo Fiori
Alicia Fernández

Bookmark(what is this?) 

         

 

Subjects: Computer Vision and Pattern Recognition (cs.CV); 
Learning (cs.LG); Machine Learning (stat.ML)

Journal reference: Pattern Recognition, Volume 46, Issue 8, August 2013, 
Pages 2249-2255

DOI: 10.1016/j.patcog.2013.01.006
Cite as: arXiv:1305.1396 [cs.CV]
  (or arXiv:1305.1396v1 [cs.CV] for this version)

We gratefully acknowledge support from
the Simons Foundation

and member institutions 

(Help | Advanced search)

    

Search or Article-id

All papers Go!


