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In this paper we analyze the randomized block-coordinate 
descent (RBCD) methods proposed in [8,11] for minimizing the 
sum of a smooth convex function and a block-separable convex 
function. In particular, we extend Nesterov's technique 
developed in [8] for analyzing the RBCD method for minimizing 
a smooth convex function over a block-separable closed 
convex set to the aforementioned more general problem and 
obtain a sharper expected-value type of convergence rate than 
the one implied in [11]. Also, we obtain a better high-probability 
type of iteration complexity, which improves upon the one in 
[11] by at least the amount $O(n/\epsilon)$, where $\epsilon$ is 
the target solution accuracy and $n$ is the number of problem 
blocks. In addition, for unconstrained smooth convex 
minimization, we develop a new technique called {\it randomized 
estimate sequence} to analyze the accelerated RBCD method 
proposed by Nesterov [11] and establish a sharper expected-
value type of convergence rate than the one given in [11]. 

Download:
● PDF 
● PostScript 
● Other formats 

Current browse context:
math.OC
< prev | next > 
new | recent | 1305

Change to browse by:
cs

cs.LG 
cs.NA 

math
math.NA 

stat
stat.ML  

References & Citations
● NASA ADS 

Bookmark(what is this?) 

         

 

Comments: 26 pages (submitted)
Subjects: Optimization and Control (math.OC); Learning 

(cs.LG); Numerical Analysis (cs.NA); Numerical 
Analysis (math.NA); Machine Learning (stat.ML)

Cite as: arXiv:1305.4723 [math.OC]
  (or arXiv:1305.4723v1 [math.OC] for this version)

We gratefully acknowledge support from
the Simons Foundation

and member institutions 

(Help | Advanced search)

    

Search or Article-id

All papers Go!


