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In this paper, we propose a low-rank approximation method based on discrete 
least-squares for the approximation of a multivariate function from random, 
noisy-free observations. Sparsity inducing regularization techniques are used 
within classical algorithms for low-rank approximation in order to exploit the 
possible sparsity of low-rank approximations. Sparse low-rank approximations 
are constructed with a robust updated greedy algorithm which includes an 
optimal selection of regularization parameters and approximation ranks using 
cross validation techniques. Numerical examples demonstrate the capability of 
approximating functions of many variables even when very few function 
evaluations are available, thus proving the interest of the proposed algorithm 
for the propagation of uncertainties through complex computational models. 

Submission history
From: Anthony Nouy [view email] 

[v1] Tue, 30 Apr 2013 21:25:54 GMT (1553kb)

Which authors of this paper are endorsers?

Link back to: arXiv, form interface, contact. 

Download:
● PDF 
● PostScript 
● Other formats 

Current browse context:
math.NA
< prev | next > 
new | recent | 1305

Change to browse by:
math
stat

stat.ML  

References & Citations
● NASA ADS 

Bookmark(what is this?) 

         

 

Subjects: Numerical Analysis (math.NA); Machine Learning (stat.ML)
MSC classes: 65D15, 62J02, 15A69
Cite as: arXiv:1305.0030 [math.NA]
  (or arXiv:1305.0030v1 [math.NA] for this version)

We gratefully acknowledge support from
the Simons Foundation

and member institutions 

(Help | Advanced search)

    

Search or Article-id

All papers Go!


