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Adaptive kernel learning classifier with application to process fault diagnosis
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Abstract

An adaptive kernel learning (AKL) network classifier, as a natural extension of AKL identifier, was proposed based on the
unified least-square kernel learning (ULK) framework.The backward decreasing and forward increasing algorithms of AKL
classifier were derived, both in recursive forms.The memory length of the classifier was thus under control so asto quickly
adapt to the change of process dynamics.The AKL classifier did not require the support from the historical fault database
and can learn from the beginning of the process operation.Numerical simulations for diagnosis of Tennessee Eastman (TE)
process showed that the proposed ULK framework and the resulting AKL classifier were valid, and satisfying diagnosis
performance was observed.
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