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Gradient algorithm for selecting hyper parametersof L SSVM in process
modeling

TAO Shaohui, CHEN Dezhao, HU Wangming

Abstract

Least squares support vector machine (LSSVM) based on structural risk minimization, which is asimplified version of
standard support vector machine (SVM), is easy to be trained and has good modeling performance. The model precision of
LSSV M isdecided by its hyper parameters, while it is difficult to find the optimal hyper parameters of LSSVM viagrid
search and cross validation method.Based on the fast |eave one out (LOO) method selecting hyper parameters of LSSV M,
with the LOO prediction error on the entire training sample being the object of optimization, the gradient-based optimal
algorithm was proposed in this paper to find the optimal hyper parameters of LSSVM.The LSSVM model whose hyper
parameters found in thisway is called G-LSSVM.To validate the performance of G-LSSVM, acitric acid fermentation
process was taken as the benchmarking problem.The result showed that the modeling was time-economized and
stable;while both the fitting and predicting performance of G-LSSVM were superior to standard SVM and artificia neural
network whose hyper parameters and net structure are chosen by trial.G-LSSVM is recommended to model the chemical
engineering process with high non-linearity and small size training sample whose mechanism is not clear.

Key words

least squares support vector machines modeling optimal hyper parameters gradient decent fast
leave one out  citric acid fermentation

DOI:

7 e he
ARIAFE B
¥ Supporting info
» PDF(397KB)
¥ [HTML 4= 3] (0K B)
» 275 ik
k55 5 I 15
P JUASCHETR SR R
b AR A
BT A A
P IR
k Email Alert
b 30 7 45t
b 0 B0 BB
HRAF B
b AT g <

s/ RS R B 1) AHR SR
WA AR AR E

P /D

i




WilAEE 84 dze@zju.edu.cn



