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Abstract

Clustering is one of the most flourish direction of datamining, and it has been applied abroad at other scientific
fields.This article promoted outlier data mining algorithms based on weighted fast clustering to inspect and deal with outlier
data effectively. The processes of algorithms were described in the followings, firstly, the each property of data should be
endowed with certain weight to incarnate its sort devotion degree, and choose better initialization subarea according to the
weight characteristics of property, and get to the best subarea under many timesiteration, and then find outlier data by
the application of certain data class.Finally, the experiment demonstrated this technology obtained better socia effect.
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