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Consistent feature selection reduction about classification data set
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Abstract

The disaccords and the redundancy features of a sample dataset will drop the classification quality and efficiency. In this
paper,the method called consistent feature selection reduction is proposed about the classification data set. This method
group together the inconsistent datum of the best possible category and make the data set uniform based on the Bayesian
formula and a threshold value.Then a category distinguish matrix is built upon the consistent data set and the least feature
variable subset that can distinguish the classification accurately is obtained through the category distinguish matrix.A
heuristic search strategy and a practical example are given.The result shows the consistent feature selection reduction
method can eliminate the disaccords of the sample dataset,select the optimal feature variables,drop the dimension of the
data and reduce the redundancy information effectively.

Key words data mining classification feature selection data reduction

DOI:

¥ RERE
A 3CAF B
¥ Supporting info
» PDF(721KB)
¥ [HTML 4> 3] (OKB)
» 275 ik
Jk 55 55 B it
v A SCHERE 4
P AR 528
P UG U E A
P RG]
o Sk ] sl
b SCEE R
b R Bt B
B EPS
L 5 R 6 5 1
RS
ZSE (=P

HIRAEH SR




