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Abstract

With the rapid development of information technology, huge datais accumulated. A vast amount of such data appears as
short documents. It is very useful to classify such short documents to get knowledge automatically form the data. But most
of the current classification algorithms can’ t get acceptable accuracy since key words appear lesstime in short documents
and the labeled training examples are usually very few. Some classification algorithms based on semantic information is
more accurate but they are inefficient to be used to process very large document sets. In this paper, we propose a novel
classification method based on semantic text features graph and kNN like method. Our experimental study shows that our
agorithm is more accurate and efficient than other classification algorithms when classifying large scale short documents.
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