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Robust distributed k-mediods clustering algorithm
TAO Ye, ZENG Zhi-yong

School of Information, Y unnan University of Finance and Economics, Kunming 650221, China

Abstract

Parallel isvery important in data mining.This paper proposes a distributed k-mediods clustering algorithm by analyzing
how to get satisfactory clustering information from local information.Its quality is equivalent to serial PAM agorithm but
its calculation performance is higher.The paper gives still the way that improves the efficiency of parallel PAM agorithm
by reducing the cost of communication, analyzes the performance of the algorithm and gives the result of experiment.This
explains that the algorithm is effective and reliable.

Key words clustering Partitioning Around Mediods (PAM) agorithm paralld  Message Passing
Interface (MPI)

DOI: 10.3778/j.issn.1002-8331.2009.32.039

7 e he
ARIAFE B
¥ Supporting info
F PDF(780K B)
¥ [HTML 4= 3] (0K B)
» 275 ik
k55 5 J ot
P JUASCHETR SR R
b AR A5
BT A A
P IR
k Email Alert
b 30 7 45t
b 0 B0 BB
HRAF B
AT A A i M
WA SCAEF ARSI
- B

WIEE B iR taoye yn@126.com




