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Abstract

Heterogeneous computing environments have been widely used in real-time embedded systems. Efficient task scheduling is essential for
achieving high performance in the synthesis of embedded systems. The problem has been proved to be NP-complete and mainly heuristic
algorithms which often have room for improvement exist. In this paper, an algorithm called the dynamic BLevel first (DBLF) has been
presented. The DBLF algorithm selects the ready task with a maximum Blevel (ni) at each step and assigns the selected task to a processor
in an insertion mode. The task is assigned to the suitable processor that satisfies the precedence sequence and has the minimum earliest-
finish-time (EFT) of the task. When the EFT costs are equal, the task is firstly assigned to the processor which has the least utilization.
Comparied with the related work, the result shows that the DBLF algorithm significantly surpasses the previous approaches in scheduling
length.

Qiu WD, Chen Y, Li JP, Peng CL. A task scheduling algorithm for real-time heterogeneous embedded systems. Journal o1
Software, 2004,15(4):504~511.
http://www.jos.org.cn/1000-9825/15/504.htm

ik L

SR AT R G O 12 N ARSI N R G, 1T B S5 R AR AT IR AN SR LR I i DR R 8 S Lk R H AR 1R — A DG ) 3, i e — A
NP- 5S¢4 ] . IAT 1) 5008 2 B2 3 R RV MR RE I Rr i | F2 0 T — N il i R A 1 3 A& BLevelft 5 (dynamic  BLevel first, [ #XDBLF) 4.
15 SRR B AT 45 8 A BLeve B i K (AT 45 BEAT U 5, 4 N1 A AT 45 43 e A B2 ST LT 34 A DR D)2 385 SR AT 45 26 Ja I 56 3R AT 45 1 e
L5 RN R] (earliest-finish-time, I FREFT) fe /]y £EEFTAH S I, A0 56 43 e 2R FH R BRI AL BE 2% b S5 IRAT $9E L n] LU HY DBLFAT T LAAT 4%

B AT B L
F:475 H . Supported by the National Natural Science Foundation of China under Grant Nos.69873010, 69873010 ([ %% H ARl 4r)
References:

[1] Yen TY, Wolf W. Hardware/Software Co-Synthesis of Distributed Embedded System. Netherlands: Kluwer Academic Publishers, 1996.
1~57.

[2] Garey MR, Johnson DS. Computers and Intractability—A Guide to the Theory of NP-Completeness. New York: W.H. Freeman and Co.,
1979.

[3] Kwok YK, Ahmad 1. Dynamic critical-path scheduling: An effective technique for allocation task graphs to multiprocessors. IEEE Trans. on
Parallel and Distributed Systems, 1996,7(5):506~521.



[4] Hou ESH, Ansari N, Ren H. A genetic algorithm for multiprocessor scheduling. IEEE Trans. on Parallel and Distributed Systems, 1994,5
(2):113~120.

[5] Wu M, Gajski D. Hypertool: A programming aid for message passing systems. IEEE Trans. on Parallel and Distributed Systems, 1990,1
(3):330~343.

[6] Sih GC, Lee EA. A compile-time scheduling heuristic for interconnection-constrained heterogeneous processor architectures. IEEE Trans.
on Parallel and Distributed Systems, 1993,4(2):175~186.

[7] ElI-Rewini H, Lewis TG. Scheduling parallel program tasks onto arbitrary target machines. Journal of Parallel and Distributed Computing,
1990,9(2):138~153.

[8] Wu MY, Shu W, Gu J. Efficient local search for DAG scheduling. IEEE Trans. on Parallel and Distributed Systems, 2001,12(6): 617~627.

[9] Topcuoglu H, Hariri S, Wu MY. Performance-Effective and low-complexity task scheduling for heterogeneous computing. IEEE Trans. on
Parallel and Distributed Systems, 2002,13(3):260~274.



