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Hierarchical regional cooperative Q-learning
LIU Liang, LI Long-shu

Key Lab of Intelligent Computing & Signal Processing, Ministry of Education, Anhui University,
Hefei 230039, China

Abstract

Many multi-agent Q-learning problems can not be solved because of the number of joint actionsis exponentia in the
number of agents.Based on the study of the cooperation in MAS in reinforcement learning and on the basis of the research
in the system logic, this paper puts forward the hierarchical regional cooperation reinforcement learning based on learning
process.By studying the knowledge of Agent reinforcement learning and improving the multi-Agent study efficiency, the
performance of the regional cooperation reinforcement learning is further enhanced, combining with the mission action
based on joint action and potential field model so as to solve the dimensiona disaster in state space of reinforcement
learning.This algorithm is used in a subtask of robot soccer and its effectiveness is validated by experiments.
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