THEAHLNMH 2009, 29(09) 2499-2501 DOI: ISSN: 1001-9081 CN: 51-1307/TP

AWHF | FMAR | R | SRR LTEAT] ]
MU P 5 AT TR 5 RESh
A LD 43 K 5 F B 5 FS T

F Supporting info

AR IR K2

k PDF(614KB)
1. JbERHER, WM B b [HTMLA ]
2. L RHR b 2% CHK[PDF]
B TR NEN B A TG “A-CI N (FRAFSA D BB, . “arfik P S5
HORAE b SRR S, “CP RIS . A, B “CoAIIRUIN (B AAERND 275 7] BAYE 5 46 15 2
HSRE AR BB EIINE? (RIS OB T W55, SR S A PSR PR R I 52 T B

ZYI . ARSI bR, AR T R 7 LU I T A BSOS 772 % HE 75 4 T (2 o
S, AR LA 4264 R, 25 SRR 754 2T BTN I S P 06 U (5 T DA 4y ks b IMATRIFRR

B BN HE AR

b5 A
KEEiE . K EEE AN EHI  classification  confidence sufficient rule necessary F Email Alert
rule b ST R 5

(IS RS

.- . AR 3R A S
Research of necessary rules’ influence on classifying b o
TIR

B

(s

(A5
Abstract: The computing gist of algorithms based on rules involves the rules like "A—C" and their k classification
confidences. Here, "A" represents the set of decision attributes and their values, and "C" represents a F confidence

kind of class label. Can the rules like "C—A" act positively in classifying algorithms? A simple experiment
was designed, which considered the associations between single attribute values and class label. Two b
testing methods were made according to the experiment goals. By the first method, confidences of eidess sy Lue

"A—C" were used. By the second method, the confidences of both "A—C" and "C—A" were used. The LS E(E Y PSS e

experiments were made on several typical classifying data sets. The results show the higher classifying F ZE5574%
precision by using the double confidences. b FHE ik

F Article by Li,Y.J
F Article by Yun,Y.X

k sufficient rule

Keywords:

e A H 1 2009-03-20 4 [9] H #1 2009-05-18 W £ i & 4ii H 3 2009-09-01

T IHAE A - o
(AP
{E# Email:

22 30k -

AT A IR R AL B

1. 5kfg TR IET RS EAE B B E BRI S 250 9] VML, 2007,(12): 3032-3034
2. BFER B E T BN B BRIV 8T AR T O 25 A VAN o 7 £ 19]. VAL, 2009,29(09):
2530-2533




pss
{0
&

%

|| AL | |

A

=

ff | witi [ 8170
it

Copyright by -5ZHLN H



