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Learning to Control an Inverted Pendulum Using Q-L earning and
Neural Networks

Jiang Guofei,Wu Cangpu

Department of Automatic Control,Beijing Institute of Technology,Beijing

Abstract

Q-learning is a reinforcement learning method to solve Markovian decision problems
with incomplete information. This paper presents a novel method to control an inverted
pendulum with unquantized states by using Q-learning and neural networks. Simulation
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results are included to show that the new method can not only balance the determined 2

or stochastic inverted pendulums successfully but also lead to a better effect of learning ;'g AT
when compared with Anderson's AHC method. X A
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