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Abstract

This paper proposes an efficient on-line learning method for radial basis function (RBF)
neural networks. The proposed learning method not only dynamically allocate the
network resource in accordance with the increase of input Information, but also
efficiently recycle the redundant resource of the network. During the learning process
the parameters of the network can be sequentially adapted. The learning criterion,
mechanism of increasing and decreasing resources and the parameter adjustment
algorithm are elaborated. Meanwhile both the mapping approximation ability and
predication performance of the network are analyzed in details.
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