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A New Method on Automatically Building Neural Network Structure
Wang Jicheng,Cai Yifa,Lu Weixue

Biomedical Engineering Institute.,Zhjiang University Hangzhou

Abstract

Neural networks are widely used in pattern recognition, optimization computation, etc.
But, for a given problem, in order to. get a neural'network structure, designers usually
use the method of trial and error. Thus the selection of neural network structure is
more and more difficult with the problem more complex. In this paper, according to the
research of neuron state change resulting in brain space structure and brain state
change, the excitation, inhibitation, synaptic change mechanism, degradation
mechanism, death mechanism and auto-repairing mechanism of neuron are introduced
in neural network. The suitable neural network structure for a given problem can be
built through neural network learning. The experiment results have shown that the
method is available and provides a new way of designing neural network structure.
Key words Neural network cognition science network structure design adaptive
theory
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