HEN TR SNA 200945 (30): 132-134  ISSN: 1002-8331 CN: 11-2127/TP

LGN ERERSE ST 8 EE

DUV T 5 R ) P S AL () B 7 2 e g ik
B gt gy

LHrsER2e (5 BRE S TRE2ERE, B8 ARSE 830046

20T K2 A LR AP, BERSE 830046

ks H ) 2009-6-25 14 [6] H ] 2009-8-24 W 2% % % A H W] 2009-11-6 52 H 1

B PR T BRI LN W S AR P S AT B A %, % TR B E R I AR
BUESL, BRSO L, RSB AR AL X T Fa I R AT AR ) I B Y —— e T R R — 1
RO, BN E S LA S A WS — AT P S AR, KAV L D R T 4 s
RN, BRAAEBENLIS X W S FE 35 AR 7 4] (1) T AR ol P 7 35 BN T VA9 AU A F U 3R A R R 3
W, IBEE T SRR v DU 0 PR 86 T SR R 2B R () Sz v B ) ER A

KEE RAERENLYS  DOEIE S RO

%5 TN912.34

Direct FO incor poration for acoustic modeling in Mandarin speech
recognition
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Abstract

Hidden Conditional Random Fields (HCRFs) based acoustic modeling is proposed by directly using discontinuous
fundamental frequency (FO) sequences for Mandarin speech recognition. The method is based on the fact that FO
observations are continuous in voiced portion in Mandarin speech and missing in unvoiced portion, and HCRFs are more
suitable for integrating such non-uniform features. Tonal syllable classification tasks are carried out on continuous speech
database.Results show HCRFs trained on discontinuous FO are significantly better than those trained on smooth FO
sequences from artificial interpolation.Comparisons with hidden Markov models under various training criteria are also
given.
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