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Application of parametric embedding algorithm to text classifier
visualization

ZHANG Ying,WANG Y ao-nan,WAN Qin

College of Electrical and Information Engineering, Hunan University, Changsha 410082, China

Abstract

How to visualize the text classifier result is one of the focus field in pattern recognition.On the assumption that each class
can be represented by a Gaussian distribution in the embedding space, through Naive Bayes classification algorithms
posterior probability for data over classeswas got, Parametric Embedding (PE) algorithm was applied into the
visualization of classification result in low-dimensional .PE algorithm tries to preserve the structure in an embedding space
by minimizing a sum of Kullback-Leibler divergences in high-dimensional space.Datathat are located at the center of cluster
aretypical datafor the class, and datathat are located between clusters have multiple topics, different data are located in
the cluster of different classes.The outstanding advantage is that computing complexity isjust the type of data and the
corresponding number of the product, iswell suited to large volume of data, fewer types of classified data
visualization.Experimental result on 20 Newsgroups data sets and MiniNewsgroups data sets proves the effectiveness of
the method.
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