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Construction method of base classifiers based on data discretizaion was proposed to produce individual A SCARE AN IS
classifiers with good diversity in ensemble learning. And then it was used in support vector machines (R3S
ensemble. Using the rough sets and Boolean reasoning algorithm to process the training samples, this b A
method can eliminate the irrelative and redundant attributes to improve the accuracy and diversity of b ek
base classifiers. Experimental results show that the presented method can achieve better performance
than the traditional ensemble learning methods such as Bagging and Adaboost.
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