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An attribute reduction algorithm based on partition subset
ZHAI Jun-hai, GAO Yuan-yuan, WANG Xi-zhao, CHEN Jun-fen
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Computer Science,
Hebei University, Baoding 071002, China

Abstract:

Based on the degree of significance of the attribute, the attribute reduction algorithm proposed by
Pawlak is one of the commonly used algorithms, which measure the degree of significance of the
attribute by calculating the granularity of the equivalence relation. However, the computational
complexity of this algorithm which calculates the degree of significance of every attribute is very high
due to computing the partition of different equivalence relation on whole university. Motivated by the

idea of set partition in decision tree methods, an attribute reduction algorithm based on set partition was

proposed which could improve the attribute reduction algorithm based on the significance of attributes.
The basic idea of the proposed algorithm was to calculate the new partition iteratively by adding a no
core attribute to the core attribute set using the partition induced by the core attribute set. In the
framework of keeping the positive region of decision attribute invariant, the attribute set with the most
refined partition was an attribute reduct. Theoretical analyses showed that the algorithm could reduce
the computational time complexity for calculating the attribute reduction,thereby the efficiency can be
improved.
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