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Abstract

The fuzzy C-means clustering algorithm has the shortages including its sensitivity for data of outlier and noise and its
distributed imbalanced samples, this paper presents an improved algorithm, By improving the subject function, the
impacts of outlier are eliminated, and in order to differentiate the different effects of different samples for knowledge
discovery, every sample holds a quantificational weight to improve clustering results of noise and distributed imbalanced
samples.The experimental results show that the modified algorithm is more robust and has higher clustering accuracy.
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