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Estimation of Distribution Algorithm Based on Generic Gaussian
Networks

Zhong Wei-cai, Liu Jing, Liu Fang, Jiao Li-cheng

Institute of Intelligent Information Processing Xidian University Xi* an 710071 China

Abstract

Estimation of Distribution Algorithms (EDAS) available in continuous domains are based
on non-generic Gaussian networks. The computational cost for learning this kind of
networks is very great, moreover the low accuracy of lhe joint pdf will be resulted
because the greedy algorithm is used to learn the Gaussian networks. To overcome
these disadvantages, an Estimation of Distribution Algorithm based on generic

Gaussian Networks (GN-EDA) is presented. Ft leads to the low computational cost by no
structure learning of Gaussian networks. In the meanwhile, a generic Gaussian network

is not an approximate one, so the joint pdf is of high accuracy. Due to an effective
sampling is adopted, the computational cost for parameters learning is great reduced.
The experimental results show that GN-EDA achieves a more stable performance and a
stronger ability in searching the global optima.
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