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Abstract

This paper proposes to track the partly

resolvable groups using sequential Monte Carlo probability
hypothesis density filter (SMC-PHDF). The estimate of the number and
the states of the groups, rather than the individuals, is directly
derived by the algorithm. The state of a group here consists of its
centroid state and shape. In order to estimate the number and the
states of the groups, the proposed algorithm fits the distribution

of the resampled particles of the SMC-PHDF via

%by application of

Gaussian mixture models (GMM), whose component number and parameters
correspond to the number and the states of the groups. Expectation
maximum (EM) and Markov chain Monte Carlo (MCMC) algorithms are
respectively used to estimate the parameters of the mixture. The
component number of the mixture is derived by the strategy of
pruning, merging and splitting. 100 Monte Carlo (MC) simulations
show that the proposed approach can track the partly resolvable
groups effectively. Besides, the MCMC algorithm outperforms the EM
algorithm significantly in extracting the number and the states of
the groups, although its computational requirement is larger than
the EM algorithm.
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