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Abstract

It is believed that the N400 elicited by concepts belonging to Living things is larger than the N400 to Non-living things. This is considered
as evidence that concepts are organized, in the brain, on the basis of categories. Similarly, differential N400 to Sensory and Non-sensory
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emantic features is taken as evidence for a neural organisation of conceptual memory based on semantic features. We conduc
erification experiment where Living and Non-living concepts are described by Sensory and Non-sensory features and were m
ge-of-Acquisition, typicality and familiarity and finally for relevance of semantic features. Relevance is a measure of the contri
emantic features to the “core” meaning of a concept. We found that when Relevance is low then the N400 is large. In addition
hat when the two categories of Living and Non-living concepts are matched for relevance the seemingly category effect at the n
isappeared. Also no difference between Sensory and Non-sensory descriptions was detected when relevance was matched. I
oes not differ between categories or feature types. Previously reported effects of semantic categories and feature type may hav
onsequence of the differing Relevance of concepts belonging to Living and Non-living categories.
2005 Elsevier Ireland Ltd. All rights reserved.
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highly controversial issue in cognitive neuroscience of
emantic memory regards the format of concept represen-
ation. One highly credited theory states that concepts are
epresented in the brain on the basis of the content of their
onstituent semantic features. In this regard, one of the most
requently investigated distinctions is that between Sensory
nd Non-sensory features. Consider for example the concept
og.1,2 A Sensory feature may be〈has four legs〉. Non-
ensory features may include functional (e.g.〈is used for
unting〉), associative (e.g.〈likes to chase cats〉) and ency-
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1 Concept names are printed in italics, and names of semantic features in
ngled brackets.
2 Semantic features are also sometimes termed “properties” or “attributes”.

clopaedic features (e.g.〈may be one of many breeds〉).3,4

The Sensory/Functional theory, one of the most influe
explanations of semantic memory impairment, is based o
distinction between Sensory and Non-sensory semanti
tures, and has been used to explain the puzzling phenom

3 Throughout this paper, the term “concept” refers to a set of weig
semantic features; semantic feature is used to describe any type of sta
about the concept (both Sensory and Non-sensory).

4 Functional features are defined in different ways. Some authors us
term for features that directly refer to functions (e.g.〈gives milk〉) others
denote physically defined features defined by motor properties (e.g.〈used to
cut〉 [7]). Others have defined functional knowledge by exclusion to de
any property that is not physically defined[21]. Throughout this paper, th
term “Sensory feature” is used to describe semantic features that m
perceived in any modality, whereas “Non-sensory feature” is used to de
all other types of semantic features.
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of category-specificity in semantic memory. This proposal
has been enormously influential, spanning an entire area of
empirical enquiry[1,2,6,7,14,16,18,22].

At neural level, it is believed that sensory experienced
knowledge is stored in circumscribed brain regions, in a
feature-based format, which is related to the encoding sensory
channels. Functional imaging data consistent with this claim
[15] have been reported and, in addition, electrophysiological
investigations have shown that the N400, a negativity induced
by semantic incongruity, is larger for Sensory features as
compared to Non-sensory features[3]. This latter difference
has been interpreted as a neurophysiological evidence of sep-
arate encoding of Sensory and Non-sensory semantic features
in the brain.

Here we report an ERP study, in accordance with an
opposing theory about semantic features. According to this
contrasting view, semantic features are encoded in the brain
on the basis of their contribution to the meaning of a concept.
A concept may have many semantic features, although those
really useful in distinguishing it from closely related concepts
are only a few. The information content of semantic features
may be measured by semantic relevance[19,20]. Relevance
is a measure of the contribution of semantic features to the
“core” meaning of a concept. Elite few semantic features of
high relevance are sufficient for an accurate retrieval of the
target concept. In contrast, when semantic relevance is low,
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and of the concept (e.g. Age-of-Acquisition, familiarity and
typicality), (ii) relevance is a robust measure, not significantly
influenced by the number of concepts in the database or by
sampling errors.

Here we will report an ERP study designed to address the
issue of how semantic features are coded in the brain. In this
paper we will show that: (i) low relevance descriptions have
larger N400 with respect to high relevance descriptions; (ii)
no effects of feature type arise when relevance is matched;
(iii) no differences in N400 to differing categories of Living
and Non-living concepts can be detected when relevance is
matched.

Twenty-four Italian undergraduate students (age range
19–29 years; mean = 22.6, S.D. = 2.55) participated in the
experiment. Nine were male and 15 female. Average edu-
cation was 16.7 years. All the subjects were healthy and had
normal or corrected-to-normal vision.

Every trial consisted in the sequential presentation of a
verbal description of three semantic features on a computer
screen (e.g.〈has a carriage〉, 〈found in the airport〉 and〈found
in the sky〉) followed by the presentation of a target word
(e.g.Airplane) after which a Yes/No response was required.
The task was to indicate whether the three features correctly
indexed the concept or not. Half subjects responded with their
right hand using the index finger for Yes responses and the
middle finger for No responses; the remaining half used the
fi
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etrieval is inaccurate. Among all the semantic features
oncept those with high relevance are also critical in di
uishing it from other similar concepts. The following i
ase in point:〈has a trunk〉 is a semantic feature of very hi
elevance for the conceptElephant, because most subjects u
t to defineElephant, whereas very few use the same fea
o define other concepts. Instead〈Has 4 legs〉 is a semanti
eature with low relevance for the same concept, becaus
ubjects use to defineElephant but do use it to define man
ther concepts. When a set of semantic features is pres

heir overall relevance results from the sum of the individ
elevance values associated with each of the semanti
ures. The concept with the highest summed relevance
ne that will be retrieved. For example, the three feat
similar to a goose〉, 〈lives in ponds〉 and〈has a beak〉 have
opmost relevance forDuck, followed bySwan, and then b
strich (example taken from the normative data collecte
artori and Lombardi[19]5). The retrieved concept, give

he three features, will beDuck, because it has the high
elevance. Hence, overall accuracy in name retrieval is
hen concepts have low relevance, and when they have
ther semantically related concepts with which they ma
onfused. It has been shown that[20]: (i) relevance is th
est predictor of naming accuracy (at least in a “nam

o-description” task) when contrasted to a number of o
arameters of semantic features (dominance, distinctive

5 Relevance values are derived algorithmically from a feature-listing
nd are not based on subjective ratings. The computation is based
umber of times people report a given feature in defining a concept[20].
,

ngers in opposite order.
In regard to the experimental stimuli, they varied acc

ng to the following dimensions: (i) Category (Living vers
on-living); (ii) Relevance (High versus Low); (iii) Featu

ype (Sensory versus Non-sensory); (iv) Congruency
ersus No). A total of 80 concepts were used. For each
ept four descriptions were presented (two of high releva
ne Sensory and one Non-sensory and two low relev
gain one Sensory and one Non-sensory). These 320
li were followed by the target concept and required a
esponse. Target words were matched across categorie
ng n = 40 and Non-livingn = 40) for Age of Acquisition
p = 0.58), Typicality (p = 0.90) and Familiarity (p = 0.60)
norms collected by Dell’Aqua et al.[5]). Average seman
ic relevance for Living (2.73) did not differ from that
on-living (2.83) (p = 0.51). Average semantic relevance
ensory features (2.80) did not differ from that of N
ensory features (2.75) (p = 0.74). Relevance values of t
hree semantic features presented sequentially to the
ects were taken from the norms collected by Sartori
ombardi[19]. All the 320 stimuli requiring a No respon
ad the same level of dissimilarity with the correct targe
easured by standardized cosine.6 The following is a telling

xample: if the correct description for the conceptPeach is,
nstead, followed byViolet a No response is required. T
osine similarity ofViolet with respect toPeach is 0.073

6 Standardized cosine is a popular measure of similarity between v
f semantic features. Matching cosine similarity guarantees that the fo
qually dissimilar to the target.
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and this value was similar in all No responses (range 0.069–
0.076).

Instructions were presented to the subject on a computer
screen. In a trial a blank screen was displayed for 300 ms.
Next appeared the first word of the concept description. Every
word of a trial was presented sequentially for 300 ms with
200 ms of separation between one word and the following
one. The target word was displayed after a random interval
ranging between 0 and 1000 ms after the final word of the
sentence. The total 640 trials were presented in a single ses-
sion in two blocks, which lasted about 50 min with YES and
NO responses randomly intermixed.

Scalp voltages were collected using a 64-channel Elec-
troCap. The electrocap consists of 59 sintered Ag/AgCL
electrodes. A frontal electrode (AFZ) was connected to the
ground, and the vertex electrode was used as reference. Elec-
trode impedance has been kept under 10 k� for all recordings.
Ocular movements have been monitored trough four elec-
trodes fixed close to the eyes: two for vertical movements
and two for the horizontal movements. Scalp voltage were

continuously recorded, digitised by a computer at a sam-
pling rate of 1000 Hz, and stored on the hard disk for off-line
analysis. Electrical signals were amplified with Synamps
amplifier (high pass = 0.10 Hz, 24-dB/octave attenuation; low
pass = 1000 Hz, 24-dB/octave attenuation; 50 Hz notch fil-
ter). The signal was recorded in all the scalp’s areas (frontal,
temporal, parietal, and occipital) and filtered using a low pass
filter for 30 Hz, 24-dB/octave attenuation. The continuous
EEG was segmented in epochs starting 100 ms before target
onset and lasting until 1500 ms after its onset. The epochs
were aligned to the 100 ms baseline before the onset of the tar-
get. EEG epochs were examined, and all trials contaminated
with ocular or movements artefacts were discarded. Approx-
imately, 5% of the trials were excluded from the average
because of ocular and movements artefacts. Consequently,
the reference channel has been replaced with an average-
reference. This procedure allows computing the mean signal
recorded in all active channels and then using this mean sig-
nal as reference. This step has been necessary because the
N400 has its maximum amplitude in the centre-parietal areas
Fig. 1. Grand average ERPs in response to descriptions of Living a
nd Non-living concepts. No difference in the N400 windows at any site.
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Fig. 2. Grand average ERPs in response to descriptions of Sensory and Non-sensory concepts. No difference in the N400 windows at any site.

[12], close to vertex. In accordance with the literature[12],
the N400 peak was defined as the negative deflection in the
time range between 300 and 500 ms after target onset.

A first ANOVA was performed on average voltage of the
time window 300–500 ms after target onset. Category (Living
versus Non-living), Relevance (High versus Low), Feature
Type (Sensory versus Non-sensory), Congruency (Yes versus
No) and Midline (FPZ, FZ, FCZ, CZ, CPZ, PZ, POZ, OZ)
were the within-subject factors. In this analysis we observed
a significant effect of the Midline factor (F(7,161) = 15.24;
p < 0.001) and, as reported in previous studies[11,12], the
maximum N400 effect (i.e. the difference in N400 ampli-
tude between congruent and incongruent targets[10]) was
detected in CZ, CPZ and PZ. Hence, we repeated the same
analysis using CZ, CPZ and PZ as levels of the Midline
factor, which was not significant (F(2,46) = 1.10;p = 0.34)
and did not interact with any other factor. The N400 did
not differ between Categories (F(1,23) = 1.76;p = 0.20) and,
except for the interaction with Feature Type, no other effect
involving Category was significant. More specifically, the

interaction between Category and Congruency was not sig-
nificant (F(1,23) = 2.89;p = 0.10). The N400 did not show
any significant difference (F(1,23) = 1.25;p = 0.28) between
Feature Type and, no other interaction with Feature Type was
significant. Particularly, interaction of Feature Type by Con-
gruency was not significant (F(1,23) = 0.46;p = 0.50). The
N400 to low relevance was larger than to high relevance
semantic features (F(1,23) = 29.81;p < 0.001). Given that the
N400 indexes semantic incongruity[12], the differing effect
to high and low relevance shows that low relevance descrip-
tions index with more difficulty the target concept and this
is consistent with previous behavioural observations.7 The
significant interaction between Relevance and Congruency
(F(1,23) = 9.04;p < 0.01) indicates that the N400 is larger for

7 Confronting concepts with their high relevance descriptions is accu-
rate and fast. In contrast, confronting concepts with their low relevance
descriptions is harder, yielding inaccurate and slow responses. The seman-
tic incongruity that gives rise to the N400 is therefore characteristic of low
relevance descriptions.
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incongruent high relevance descriptions as compared with
congruent high relevance descriptions. There was no dif-
ference between congruent and incongruent low relevance
descriptions. Finally, the interactions between Category and
Relevance (F(1,23) = 0.30;p = 0.59) and between Feature
Type and Relevance (F(1,23) = 2.11;p = 0.16) were not sig-
nificant.

A similar analysis was conducted using Category (Liv-
ing versus Non-living), Relevance (High versus Low), Fea-
ture Type (Sensory versus Non-sensory), Congruency (Yes
versus No) and Laterality (CP3, CP1, CPZ, CP2, CP4)
as within-subjects factors. The absence of any Category
effect (F(1,23) = 1.79;p = 0.194), a strong Relevance effect
(F(1,23) = 33.16;p < 0.001) and also a strong Congruency
effect (F(1,23) = 28.34;p < 0.001) were confirmed. Further-
more the significant interaction between Congruency and
Laterality (F(4,92) = 4.79;p < 0.001) indexes a larger N400
on the right hemisphere sites, a result that was reported before
many times[13].

The N400 amplitude to Sensory descriptions did not dif-
fer from that of Non-sensory descriptions (F(1,23) = 0.47;

p = 0.51). This result clearly indicates that when semantic
relevance is matched among feature types any previously
reported difference in ERPs disappears[3].

Previous electrophysiological investigations using the
N400 indicated both a Category effect with larger N400 for
Living (as compared to Non-living[8,11,23]) and a feature
type effect with larger N400 for Sensory semantic features (as
compared to Non-sensory[3]). This pattern of results leaded
to contrasting interpretations. On one side, different ERPs
between categories seemed to parallel behavioural dissocia-
tions between Living and Non-living. This was interpreted as
supporting the view that categories were organising princi-
ples at neural level[2]. On the other side, the different ERPs
between feature types (Sensory versus Non-sensory) was also
considered as evidence for an organising principle based on
featural content (e.g.[14]) (Figs. 1–3).

Our data show that these may be spurious results due to
the lack of control over a parameter of semantic features that
greatly affects concept retrieval: semantic relevance. In fact,
given that lower semantic relevance is characteristic of Living
and of Sensory features[19], and given that lower relevance
Fig. 3. ERPs to High Relevance as compared to Low Relevance co
ncept descriptions. Negativity is larger to Low Relevance descriptions.
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shows up in larger N400, then larger N400 are expected for
these two types of items if relevance is not controlled. In
contrast, when relevance is matched, any category or fea-
ture type effect should vanish; and this is what we found. At
neural level, we showed that relevance matched categories
had similar N400 and that relevance matched feature types
had also similar N400. In other words, no difference between
Living and Non-living and between Sensory and Non-sensory
descriptions may be found when relevance is matched. These
results confirmed the view that the previously reported dis-
sociations observed using ERPs could be spurious.

In our view, the larger N400 for Living[11] and for Sen-
sory features[3] may not be genuine effects if we consider
that: (i) low relevance semantic features elicit larger N400 and
(ii) Living items have, on average, many Sensory features of
lower relevance as compared to Non-living[19]. Therefore,
any uncontrolled set of stimuli is likely to result in larger,
spurious N400 for items belonging to the Living category
and in larger N400 for Sensory descriptions.

These results increase credibility to the general claim that
the organising principles of conceptual representation in the
brain are semantic features rather than categories (see also
[17]). Aside from a clear relevance effect, also the absence of
any category effect is in accord with this view. With regard
to semantic features, we present results at neural level that
parallel those previously reported at behavioural level[19].
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