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An Energy Artificial Neuron Model Based Self-growing and Self-
organizing Neural Network
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Abstract

In this paper, we established a new artificial neuron model called EAN (energy
artificial neuron) based on the energy concept from the glial cells according to the
recent achievements in the neuroscience field. We suggested a way to demonstrate
EAN model in mathematics. In addition, we realized a self-growing and self-
organizing neural network based on the EAN model called ESGSONN (EAN based
self-growing and self-organizing neural network). ESGSONN considers the energy in
EAN, the entropy productions in the network and the similarity (between the sample
and neurons' weights) as its conditions of growing and competitions. Its main
features are described as below: rapid growing, probability density preserving and
few superfluous neurons. A classical experiment of 16-kind animals (after Ritter and
Kohonen, 1989) proved ESGSONN can work correctly. We showed the new features
of ESGSONN by comparing it with the traditional self-organizing networks such as
SOFM and GCS. Finally, we argued about the essence of this network in the high-
dimensional space.
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