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Abstract:

This paper studies the Parallel implementation of 3D laser ablative fluid interface instability (Lared_S) by
splitting method based on Message Passing In-terface(MPIl) on shared memory parallel computer and
MPP parallel computer respectively. More 90% computational workload of Lared_S code exists in fluid
computing by split explicit scheme and heat conduction computing by split implicit scheme. This paper
gives the paradigm of alternation plane data communication strategy based on split method in 3D
computing. Block pipeline technology is applied in triangular sparse matrix solver in heat conduction
computing by split implicit scheme. Numerical results have shown that the alternation plane data
communication strategy and block pipeline parallel method applied are effective and scalable. More than
93% parallel efficiency is achieved on shared memorv parallel computer with 64 processors and more
than 90% parallel efficiency is obtained on MPP parallel computer with 128 processors.
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