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nonparametrics iIs an area in machine learning in which models grow in size and complexity as data accrue. As such, they are particularly relevant to the world of
"Big Data™, where it may be difficult or even counterproductive to fix the number of parameters a priori. A stumbling block for Bayesian nonparametrics has been
that their algorithms for posterior inference generally show poor scalability. In this talk, we tackle this issue in the domain of large-scale text collections.
Our model is a novel tree-structured model in which documents are represented by collections of paths in an infinite-dimensional tree. We develop a general and
efficient variational inference strategy for learning such models based on stochastic optimization, and show that with this combination of modeling and inference
approach, we are able to learn high-quality models using millions of documents.
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