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EFFECTIVE INTERACTIONS ARE EFFECTIVE

INTERACTIONS

BARRY R. HOLSTEIN

Department of Physics, University of Massachusetts

Amherst, MA 01003, USA

E-mail: holstein@physics.umass.edu

The subject of effective interactions is introduced and applications in both quantum
mechanics and quantum field theory are presented. In particular the use of chiral
perturbation theory as an effective low energy description of QCD is developed and
it is argued that such methods really are effective in both the meson and baryonic
sectors.

1 Introduction

The subject of effective interactions has become widespread in physics and the
goal of these lectures is to try to present the subject in a somewhat didactic
fashion within the context of low energy quantum chromodynamics—QCD.
I have chosen my title—”Effective Interactions are Effective Interactions”—in
order to emphasize the feature that the word ”effective” has two quite different
meanings in English and that both are relevant to our discussion. One meaning
emphasizes that the interaction which is being used is not the real thing but
rather tries to mock up the manifestations of the true underlying dynamics
(in our case QCD). The other meaning is that the interaction is effective—it
works!—and I will spend the rest of my time trying to convince you that both
meanings are valid.

2 What is an Effective Interaction?

The power of effective field theory is associated with the feature that there
exist many situations in physics involving two scales, one heavy and one light.
Then, provided one is working at energies small compared to the heavy scale,
it is possible to fully describe the interactions in terms of an “effective” picture,
which is written only in terms of the light degrees of freedom, but which fully
includes the influence of the heavy mass scale through its virtual effects. A
number of very nice review articles on effective field theory can be found in
ref. 1.

In quantum field theory it is easy to represent what is going on. If φ, Φ
represents the light, heavy field respectively, then the functional integral which
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characterizes the full quantized theory is given by

W =

∫

[dφ][dΦ]exp i

∫

d4xL(φ,Φ) (1)

Now suppose we integrate out the heavy degrees of freedom—-what is left is
a functional integral in terms of a generally non-local ”effective” interaction
which characterizes the theory in terms of only the light degree of freedom φ

W = N

∫

[dφ] exp i

∫

d4xLeff (φ) (2)

Now while this procedure is formally correct, the physics of what is going on]
is also somewhat nonintuitive, at least to me. So before proceeding to the
complex subject of application to QCD, it is useful to study this idea in the
simpler context of ordinary quantum mechanics, in order to get familiar with
the idea. Specifically, we examine the question of why the sky is blue, whose
answer can be found in an analysis of the scattering of photons from the sun by
atoms in the atmosphere—Compton scattering4. First we examine the prob-
lem using traditional quantum mechanics and, for simplicity, consider elastic
(Rayleigh) scattering from single-electron (hydrogen) atoms. The appropriate
Hamiltonian is then

H =
(~p− e ~A)2

2m
+ eφ (3)

and the leading—O(e2)—amplitude for Compton scattering is found from
calculating the diagrams shown in Figure 1, yielding the familiar Kramers-
Heisenberg form

Amp = − e2/m
√

2ωi2ωf

[

ǫ̂i · ǫ̂∗f +
1

m

∑

n

(

ǫ̂∗f · < 0|~pe−i~qf ·~r|n > ǫ̂i· < n|~pei~qi·~r|0 >
ωi + E0 − En

+
ǫ̂i· < 0|~pei~qi·~r|n > ǫ̂∗f · < n|~pe−i~qf ·~r|0 >

E0 − ωf − En

)]

(4)

where |0 > represents the hydrogen ground state having binding energy E0.
Here the leading component is the familiar ω-independent Thomson ampli-

tude and would appear naively to lead to an energy-independent cross-section.
However, this is not the case. Indeed, by expanding in ω and using a few
quantum mechanical identities one can show that, provided that the energy of
the photon is much smaller than a typical excitation energy—as is the case for
optical photons, the cross section can be written as

dσ

dΩ
= λ2ω4|ǫ̂∗f · ǫ̂i|2

(

1 + O
(

ω2

(∆E)2

))

(5)

2



(a) (b) (c)
Figure 1: Feynman diagrams for nonrelativistic photonl-atom scattering.

where

λ = αem

∑ 2|zn0|2
En − E0

(6)

is the atomic electric polarizability, αem = e2/4π is the fine structure constant,
and ∆E ∼ mα2

em is a typical hydrogen excitation energy. We note that αemλ ∼
a2
0 × αem

∆E ∼ a3
0 is of order the atomic volume, as will be exploited below, and

that the cross section itself has the characteristic ω4 dependence which leads
to the blueness of the sky—blue light scatters much more strongly than red5.

Now while the above derivation is certainly correct, it requires somewhat
detailed and lengthy quantum mechanical manipulations which obscure the
relatively simple physics involved. One can avoid these problems by the use of
effective field theory methods outlined above. The key point is that of scale.
Since the incident photons have wavelengths λ ∼ 5000A much larger than
the ∼ 1A atomic size, then at leading order the photon is insensitive to the
presence of the atom, since the latter is electrically neutral. If χ represents
the wavefunction of the atom then the effective leading order Hamiltonian is
simply that for the hydrogen atom

H
(0)
eff = χ∗

(

~p2

2m
+ eφ

)

χ (7)

and there is no interaction with the field. In higher orders, there can exist such
atom-field interactions and this is where the effective Hamiltonian comes in to
play. In order to construct the effective interaction, we demand certain general
principles—the Hamiltonian must satisfy fundamental symmetry requirements.
In particular Heff must be gauge invariant, must be a scalar under rotations,
and must be even under both parity and time reversal transformations. Also,
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since we are dealing with Compton scattering, Heff must be quadratic in the
vector potential. Actually, from the requirement of gauge invariance it is clear
that the effective interaction should involve only the electric and magnetic
fields, rather than the vector potential itself—

~E = −~∇φ− ∂

∂t
~A, ~B = ~∇× ~A (8)

since these are invariant under a gauge transformation

φ→ φ+
∂

∂t
Λ, ~A→ ~A− ~∇Λ (9)

while the vector and/or scalar potentials are not. The lowest order interac-

tion then can involve only the rotational invariants ~E2, ~B2 and ~E · ~B. How-
ever, under spatial inversion—~r → −~r—electric and magnetic fields behave
oppositely— ~E → − ~E while ~B → ~B—so that parity invariance rules out any
dependence on ~E· ~B. Likewise under time reversal invariance ~E → ~E, ~B → − ~B
so such a term is also T-odd. The simplest such effective Hamiltonian must
then have the form

H
(1)
eff = χ∗χ[−1

2
cE ~E

2 − 1

2
cB ~B

2] (10)

(Forms involving time or spatial derivatives are much smaller.) We know from

electrodynamics that 1
2 ( ~E2 + ~B2) represents the field energy per unit volume,

so by dimensional arguments, in order to represent an energy in Eq. 10, cE , cB
must have dimensions of volume. Also, since the photon has such a long
wavelength, there is no penetration of the atom, so only classical scattering is
allowed. The relevant scale must then be atomic size so that we can write

cE = kEa
3
0, cB = kBa

3
0 (11)

where we expect kE , kB ∼ O(1). Finally, since for photons with polarization

ǫ̂ and four-momentum qµ we identify ~A(x) = ǫ̂ exp(−iq · x) then from Eq. 8,

| ~E| ∼ ω, | ~B| ∼ |~k| = ω and

dσ

dΩ
∝ | < f |Heff |i > |2 ∼ ω4a6

0 (12)

as found in the previous section via detailed calculation. This is a nice example
of the power of simple effective field theory arguments.
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Figure 2: Charged particle box diagram contributing to photon-photon scattering.

2.1 Euler-Heisenberg Lagrangian

Now consider a second example—photon-photon scattering. In this case, since
the photon couples to charge but is itself uncharged, there exists no lowest
order interaction. However, the γγ → γγ process can proceed via the charged
particle box diagram shown in Figure 2.

Direct evaluation of such a diagram is straightforward but exceedingly
tedious. Nevertheless, the form of the result in the case of scattering of photons
with energy much smaller than the mass of the charged particles is clear from
the feature that it must be representable in terms of a simple local interaction.
Since photon-photon scattering is involved, the effective Lagrangian must be
quartic in the vector potential and, since it must be gauge invariant, only
the field tensors Fµν = ∂µAν − ∂νAµ, its dual F̃µν = 1

2ǫµναβF
αβ and their

derivatives can be utilized. Finally, the effective Lagrangian must be a Lorentz
scalar and be parity even—i.e., to lowest order it must have the form

Leff =
( α

m2

)2 [

c1(FµνF
µν)2 + c2(Fµν F̃

µν)2
]

(13)

where we expect c1, c2 ∼ O(1). In fact explicit evaluation yields

c1 =
7

1440
, c2 =

1

1440
S = 0

c1 =
1

90
, c2 =

7

360
S = 1/2 (14)

which are the well-known Euler-Heisenberg results.6 Diagramatically this form
corresponds to reduction of the box graph to a point interaction in accord with
our discussion above.
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(a) (b)
Figure 3: A two-box QED diagram and its effective action analog.

An interesting and instructive situation arises associated with the diagram
shown in figure 3a, wherein two box diagrams are encoded.7 In this case, by
taking a cut across the two photons in the middle of the graph unitarity requires
a non-zero imaginary component—the diagram is complex! However, such a
complex number cannot be used as the coefficient of a local interaction term, as
it would violate hermiticity. The resolution of this apparent paradox is that our
Euler-Heisenberg contact interaction itself should be iterated in order to give
the correct representation of the low energy field theory—cf. Figure 3b. The
(complex) low energy—long distance component of this graph is guaranteed to
reproduce the (complex) low energy piece of the full graph Figure 3a. However,
an additional problem appears to surface when the effective field theory loop
in figure 3b is actually calculated, since it will have the basic form

J(q) ∼
∫

d4s

(2π)4
α2

m4

q2s · (s+ q)q2s · (s+ q)

s2(s+ q)2
, (15)

where q represents an external momentum. Hence J(q) is divergent—in di-
mensional regularization it will have the form

J(q) ∼ α4q8

m8
× (

1

d− 4
− γ + . . .) (16)

—while the QED diagram which it is supposed to represent is finite.
The resolution of this apparent paradox is that only the low energy com-

ponent of the loop integration is guaranteed to match in the full and effective
loop diagrams. This assures that the long distance pieces, including the imagi-
nary part discussed above, will agree. As for the short distance piece, we must
requere that the full effective theory contain a complete set of possible local
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interactions—-it must be of the form

Leff = −1

4
F 2 +

α2

m4
(F 2)2 +

d1

m6
F 2

2F 2 +
d2

m8
F 2

2
2F 2 + . . . (17)

Here the coefficient of the term in (F 2)2 yields simply the Euler-Heisenberg
Lagrangian, while the remaining terms d1, d2,etc. are yet to be determined and
are found by matching to the values calculated in the full theory. The solution
to our dilemma is clear then—the divergence in Eq. 16 is simply combined
with the phenomenological coefficient d2 before matching to the full theory.

2.2 Superconductivity

Our last example before undertaking our goal of developing an effective field
theory for low energy QCD is that of superconductivity. In this case the
underlying dynamics is associated with that of interactions of electrons with the
lattice and is described in terms of electron-phonon interactions. Equivalently
one can integrate out the lattice and write things in terms of an effective
interaction involving only electron degrees of freedom. In this case it was shown
in the 1950’s by Cooper that there develops an attractive interaction between
electron pairs near the Fermi surface having opposite spins and momenta.
One can think of this qualitatively in terms of the presence of the first electron
attracting the lattice atom, which via screening then makes it easier for the
second electron to be present. In any case one has then the effective interaction

Leff =
∑

~k,s

ψ†
s(
~k)(i

∂

∂t
−
~k2

2m
−µ)ψs(~k)+g

∑

~k,~k′

ψ†
↑(
~k)ψ†

↓(−~k)ψ↓(−~k′)ψ↑(~k
′) (18)

where µ is the chemical potential. The usual (BCS) approach at this point
is to solve this system using many body techniques, which leads to a ground
state involving a lowered energy due to condensation of these paired electron
states and which is separated by an energy gap Eg between itself and its lowest
excited state. It is this ”bosonization” property and energy gap which then
leads to superconductivity.

Unfortunately, this procedure is somewhat complicated and the physics
is not so easy to pick out from the detailed dynamical calculations which are
involved. One can ameliorate this problem, however, by writing things in
terms of a two-electron state φ and integrating out the electron states to yield
an effective interaction. Roughly we are doing can be seen via

W =

∫

[dψ][dψ†][dφ]δ[φ− ψψ] exp i

∫

d3xL(ψ†, φ)
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=

∫

[dφ] exp i

∫

d3Leff [φ] (19)

and diagrammatically the process can be represented as in Figure ???, where
one uses imaginary time techniques in order to produce results at fixed tem-
perature. The result of this process is the effective Hamiltonian

Heff = −a(T )φ†
D2

2m∗
φ+ b(T )φ†φ+ c(T )(φ†φ)2 (20)

where here iD = −i~∇− e∗ ~A is the covariant derivative, m∗ = 2m, e∗ = 2e are
the effective mass, charge of the electron pairs, and a(T ), b(T ), c(T ) are cal-
culable functions of the temperature. However, while a(T ), c(T ) are positive
and monotonic, b(T ) has the form lnT/Tc where Tc is a critical temperature
defined in terms of the coupling constant g. Then above this temperature, the
effective potential is quartic in shape with a minimum at φ = 0. However, for
T < Tc the shape of the potential becomes as seen in Figure and a minimum
develops at a nonzero value of φ, corresponding to the existence of a supercon-
ducting state. Also, we observe that Eq. 20 has the form of the well known
Landau-Ginzburg Hamiltonian, in which the physics of superconductivity is
easily seen.

2.3 QCD at Last

After this introduction we finally turn to our goal of QCD. I was a student
in the 1960’s and at that time our holy grail was to attempt to find a renor-
malizable field theory which describes all particle interactions with the same
sort of success as quantum electrodynamics (QED). In 1967 we went part of
the way with development of the Weinberg-Salam theory, which incorporated
the weak interaction as a sibling to the electromagnetic. Because the inter-
action was weak it could be treated via the same perturbative techniques as
could its electromagnetic kin and what has resulted is an extremely successful
description of all weak and electromagnetic processes.

For the strong interactions a renormalizable picture has also been developed—
quantum chromodynamics or QCD. The theory is, of course, deceptively simple

8



on the surface. Indeed the form of the Lagrangiana

LQCD = q̄(i 6D −m)q − 1

2
tr GµνG

µν . (23)

is elegant, and the theory is renormalizable. So why are we not satisfied? While
at the very largest energies, asymptotic freedom allows the use of perturbative
techniques, for those who are interested in making contact with low energy
experimental findings there exist at least three fundamental difficulties:

i) QCD is written in terms of the ”wrong” degrees of freedom—quarks
and gluons—while low energy experiments are performed with hadronic
bound states;

ii) the theory is non-linear due to gluon self interaction;

iii) the theory is one of strong coupling—g2/4π ∼ 1—so that perturbative
methods are not practical.

So what can be done. Using our example of superconductivity we have seen
how the complicated BCS interaction in terms of spin-correlated electrons can
be replaced by a relatively simple effective (Landau-Ginzburg) interaction in
terms of a bound electron pair wavefunction φ, wherein the physics is clari-
fied. In the same way we shall try to do the same thing for QCD, replacing
the relatively complicated interaction in terms of quark and gluon degrees of
freedom by a simple form in terms of its q̄q and qqq bound states—i.e. mesons
and baryons. We shall accomplish this by exploting the chiral symmetry of
the QCD interaction.

3 Symmetry and Symmetry Breaking

3.1 Symmetry

The best definition of symmetry for our purposes is probably that due to
the mathematician Herman Weyl who said that a system is symmetric when

aHere the covariant derivative is

iDµ = i∂µ − gAa
µ

λa

2
, (21)

where λa (with a = 1, . . . , 8) are the SU(3) Gell-Mann matrices, operating in color space,
and the color-field tensor is defined by

Gµν = ∂µAν − ∂νAµ − g[Aµ, Aν ] , (22)
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one can do something to it and, after making this change, the system looks
the same as it did before.8 The importance of symmetry in physics is due to
an important result—Noether’s theorem—which connects each symmetry of a
system with a corresponding conserved current and conservation law.9 Familiar
examples include:

– L invariant under translation → momentum conservation

– L invariant under time translation → energy conservation

– L invariant under rotation → angular momentum conservation

and associated with each such invariance there is in general a related current
jµ which is conserved—i.e. ∂µjµ = 0. This guarantees that the associated
charge will be time-independent, since

dQ

dt
=

∫

d3x
∂j0
∂t

= −
∫

d3x~∇ ·~j =

∫

surf

d~S ·~j = 0 (24)

where we have used Gauss’ theorem and the assumption that any fields are
local. Given a specific field theory, we can identify the Noether currents via
standard techniques. Suppose that the Lagrangian is invariant under the trans-
formation φ −→ φ+ εf(φ)—i.e.

0 = L(φ + εf, ∂µφ+ ε∂µf) − L(φ, ∂µφ)

= εf
δL
δφ

+ ε∂µf
δL

δ(∂µφ)
= ε∂µ

(

f
δL

δ(∂µφ)

)

. (25)

so that we can identify the associated conserved current as b

jµ = f
δL

δ(∂µφ)
, (29)

bNote: This is often written in an alternative fashion by introducing a local transformation
ε = ε(x), so that the Lagrangian transforms as

L(φ, ∂µφ) → L(φ + εf, ∂µφ + ε∂µf + f∂µε) . (26)

Then
δL

δ(∂µε)
= f

δL

δ(∂µφ)
, (27)

so that the Noether current can also be written as

jµ =
δL

δ(∂µε)
. (28)
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Since in quantum mechanics the time development of an operator Q̂ is given
by

dQ̂

dt
= i[Ĥ, Q̂] (30)

we see that such a conserved charge must commute with the Hamiltonian. Now
in general the vacuum (or lowest energy state) of such a theory, which satisfies
Ĥ |0 >= E0|0 >, is unique and has the property Q̂|0 >= |0 > since Ĥ(Q̂|0 >
) = Q̂(Ĥ |0 >) = E0Q̂|0 >. In this case we say that the symmetry is realized
in a Wigner-Weyl fashion and there will exist in general a set of degenerate
excited states which mix with each other under application of the symmetry
charge. A familiar example of a Wigner-Weyl symmetry is isospin or SU(2)
invariance. Because this is an (approximate) symmetry of the Hamiltonian,
particles appear in multiplets such as p, n or π+π0π− having the same spin-
parity and (almost) the same mass and transform into one another under

application of the isospin charges ~I. However, this is not the only situation
which occurs in nature. It is also possible (and in fact often the case) that
the ground state of a system does not have the same symmetry as does the
Hamiltonian, in which case we say that the symmetry is realized in a Nambu-
Goldstone fashion and is ”spontaneously broken”. This phenomenon is actually
a familiar one from classical mechanics and was first studied by Euler in the
context of a rod under compression and by Jacobi in the context of a rotating
earth.

In fact the idea exact symmetry and therefore exact conservation laws is
not the usual one in nature. Rather it is common to have to deal with approx-
imate symmetries which would be exact only in some hypothetical universe
which is not our own—in our world such symmetries will be seen to be broken
in some fashion. In spite of this, such broken symmetries are of great impor-
tance and by their study we will be able to learn much about the underlying
interactions.

3.2 Symmetry Breaking

In general there exist in physics only three possible mechanisms for symmetry
breaking

– explicit symmetry breaking

– spontaneous symmetry breaking

– quantum mechanical symmetry breaking

11



and in this section we study examples of each:

Explicit Symmetry Breaking

First consider a simple harmonic oscillator of frequency ω0 described by
the Lagrangian

L =
1

2
mẋ2 − 1

2
mω2

0x
2 . (31)

which is explicitly invariant under spatial inversion—x→ −x—since

V0(x) = −1

2
mω2

0x
2 = −1

2
mω2(−x)2 = V0(−x) (32)

Thus it is clear from symmetry considerations that the equilibrium location
xE , which is determined by the condition [∂L/∂x](xE) = 0, must occur at
xE = 0, since the equilibrium position should also manifest this symmetry.

Now, however, consider what happens if we add an term V1(x) = λx i.e.

a constant force, to the Lagrangian. The new Lagrangian is

L =
1

2
mẋ2 − 1

2
mω2

0x
2 + λx (33)

which describes a displaced oscillator. This new Lagrangian is not invari-
ant under spatial inversion, and consequently the new equilibrium location—
xE = λ/mω2 6= 0—is no longer required to be at the origin. This is an example
of explicit symmetry breaking wherein the symmetry violation is manifested in
the Lagrangian itself.

Spontaneous Symmetry Breaking

As our second example, consider a hoop rotating in the earth’s gravita-
tional field about a vertical axis.10 Attached to the hoop is a bead which can
slide along the circumference without friction. The lagrangian L for the system
is then

L =
1

2
m(R2θ̇2 + ω2R2 sin2 θ) +mgR cos θ , (34)

where θ measures the angular displacement of the bead from the nadir. L is
clearly symmetric under the angular parity transformation L(θ) = L(−θ), but
the equilibrium condition for the bead is found to be

∂L

∂θ
= mω2R2 sin θ(cos θ − g

ω2R
) = 0 . (35)

12



which is somewhat more complex than the displaced oscillator considered
above. For slow rotation—i.e for ω2 < g

R , we have cos θ− g
ω2R 6= 0, so that the

ground (equilibrium) state configuration is given by θE = 0 as expected from
symmetry considerations. However, if we proceed to higher angular velocities
such that ω2 > g

R then the bead finds equilibrium at θE = ± cos−1 g
ω2R , where

the choice of + vs. - is not determined by the physics but rather by the history
of motion of the system as the critical angular velocity was reached. Note that
neither of these equilibrium positions exhibits the symmetry of the underlying
potential, which is invariant under the exchange of θ and −θ. This is an ex-
ample of spontaneous symmetry breaking, wherein the Lagrangian of a system
possess a symmetry, but this symmetry is broken by the ground (equilibrium)
state of the system.

Quantum Mechanical Symmetry Breaking

The third type of symmetry breaking is the least familiar to most physi-
cists because it has no classical analog. It is called “quantum mechanical” or
“anomalous” symmetry breaking and occurs when the classical Lagrangian of a
system possesses a symmetry, but the symmetry broken in the process of quan-
tization. As the simplest example and the only one (of which I am aware) that
does not involve quantum field theory—just quantum mechanics!—consider a
free particle, for which the stationary state Schrödinger equation is11

− 1

2m
∇2ψ = Eψ ≡ k2

2m
ψ , (36)

A partial wave solution in polar coordinates is

ψ(~r) =
1

r
χk(r)Pl(cos θ) , (37)

where χk(~r) satisfies the radial Schrödinger equation

(

− d2

dr2
+
l(l+ 1)

r2
+ k2

)

χk(r) = 0 . (38)

Here the central piece in the above differential operator is the well-known “cen-
trifugal potential.” By inspection the radial Schrödinger equation is invariant
under a “scale transformation”

r → λr k → 1

λ
k . (39)

13



This scale invariance has an important physical consequence, which can be
seen if we expand a plane wave solution in terms of incoming and outgoing
partial waves

eikz r→∞−→ 1

2ikr

∑

l

(2l + 1)Pl(cos θ)
(

eikr − e−i(kr−lπ)
)

, (40)

We observe that in each partial wave the incoming and outgoing component
of the wavefunction differ by the centrifugal phase shift lπ. This phase shift
must be independent of energy via scale invariance.

If we place the free particle in a potential V (~r) then the scale invariance
is broken. The corresponding wave function expanded in partial waves then
becomes

ψ(+)(~r)
r→∞−→ 1

2ikr

∑

l

(2l + 1)Pl(cos θ)(ei(kr+2δl(k)) − e−i(kr−lπ)) (41)

Usually this is written as

ψ(+)(~r) = eikx +
eikr

r
fk(θ) (42)

where the scattering amplitude is defined by

fk(θ) =
∑

l

(2l + 1)
e2iδl(k) − 1

2ik
Pl(cos θ) . (43)

Of course, the phase shifts δl(k) of various angular momenta l now depend on
energy, but this is to be expected since the scale invariance no longer obtains.

One can generalize the scattering formalism to two dimensions, in which
case we obtain for the scattering wave function

ψ(+)(~r)
r→∞−→ eikz +

1√
r
ei(kr+ π

4
)fk(θ) (44)

and for the scattering amplitude

fk(θ) = −i
∞
∑

m=−∞

e2iδm(k) − 1√
2πk

eimθ (45)

where we expand in terms of exponentials eimθ rather than Legendre polyno-
mials. What is special about two dimensions is that it is possible to introduce
a scale invariant potential

V (~r) = gδ2(~r) (46)

14



The associated differential scattering cross section is found to be12

dσ

dΩ
∝ π

2k

1

(ln k
µ

2
)
. (47)

which is somewhat of a surprise. Indeed since the cross section is isotropic, the
scattering is pure m = 0, corresponding to a phase shift

cot δ0(k) =
1

π
ln
k2

µ2
− 2

g
, (48)

which depends on k—scale invariance has been broken as a result of quanti-
zation. Although this should not be completely unexpected (indeed while at
the classical level non-zero impact parameter means no scattering, in quantum
mechanics this is not the case because of the non-zero deBroglie wavelength),
still the “physics” of this result is not completely clear.

Chiral Symmetry

In order to understand the relevance of spontaneous symmetry breaking
within QCD, we must introduce the idea of ”chirality,” defined by the operators

ΓL,R =
1

2
(1 ± γ5) =

1

2

(

1 ∓1
∓1 1

)

(49)

which project left- and right-handed components of the Dirac wavefunction via

ψL = ΓLψ ψR = ΓRψ with ψ = ψL + ψR (50)

In terms of these chirality states the quark component of the QCD Lagrangian
can be written as

q̄(i 6D −m)q = q̄Li 6DqL + q̄Ri 6DqR − q̄LmqR − q̄RmqL (51)

The reason that these chirality states are called left- and right-handed can be
seen by examining helicity eigenstates of the free Dirac equation. In the high
energy (or massless) limit we note that

u(p) =

√

E +m

2E

(

χ
~σ·~p

E+mχ

)

E≫m∼
√

1

2

(

χ
~σ · p̂χ

)

(52)

Left- and right-handed helicity eigenstates then can be identified as

uL(p) ∼
√

1

2

(

χ
−χ

)

, uR(p) ∼
√

1

2

(

χ
χ

)

(53)
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But

ΓLuL = uL ΓRuL = 0

ΓRuR = uR ΓLuR = 0 (54)

so that in this limit chirality is identical with helicity—

ΓL,R ∼ helicity!

With this background, we now return to QCD and observe that in the
limit as m→ 0

LQCD → q̄Li 6DqL + q̄Ri 6DqR (55)

would be invariant under independent global left- and right-handed rotations

qL → exp(i
∑

j

λjαj)qL, qR → exp(i
∑

j

λjβj)qR (56)

(Of course, in this limit the heavy quark component is also invariant, but since
mc,b,t >> ΛQCD it would be silly to consider this as even an approximate
symmetry in the real world.) This invariance is called SU(3)L

⊗

SU(3)R or
chiral SU(3) × SU(3). Continuing to neglect the light quark masses, we see
that in a chiral symmetric world one would expect to have have sixteen—eight
left-handed and eight right-handed—conserved Noether currents

q̄Lγµ
1

2
λiqL , q̄Rγµ

1

2
λiqR (57)

Equivalently, by taking the sum and difference we would have eight conserved
vector and eight conserved axial vector currents

V i
µ = q̄γµ

1

2
λiq, Ai

µ = q̄γµγ5
1

2
λiq (58)

In the vector case, this is just a simple generalization of isospin (SU(2)) in-
variance to the case of SU(3). There exist eight (32 − 1) time-independent
charges

Fi =

∫

d3xV i
0 (~x, t) (59)

and there exist various supermultiplets of particles having identical spin-parity
and (approximately) the same mass in the configurations—singlet, octet, de-
cuplet, etc. demanded by SU(3)invariance.

If chiral symmetry were realized in the conventional fashion one would
expect there also to exist corresponding nearly degenerate but opposite parity
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states generated by the action of the time-independent axial charges F 5
i =

∫

d3xAi
0(~x, t) on these states. Indeed since

H |P 〉 = EP |P 〉
H(Q5|P 〉) = Q5(H |P 〉) = EP (Q5|P 〉) (60)

we see that Q5|P 〉 must also be an eigenstate of the Hamiltonian with the
same eigenvalue as |P >, which would seem to require the existence of parity
doublets. However, experimentally this does not appear to be the case. Indeed

although the Jp = 1
2

+
nucleon has a mass of about 1 GeV, the nearest 1

2

−

resonce lies nearly 600 MeV higher in energy. Likewise in the case of the 0−

pion which has a mass of about 140 MeV, the nearest corresponding 0+ state
(if it exists at all) is nearly 700 MeV or so higher in energy.

3.3 Goldstone’s Theorem

One can resolve this apparent paradox by postulating that parity-doubling is
avoided because the axial symmetry is spontaneously broken. Then according
to a theorem due to Goldstone, when a continuous symmetry is broken in this
fashion there must also be generated a massless boson having the quantum
numbers of the broken generator—in this case a pseudoscalar—and when the
axial charge acts on a single particle eigenstate one does not get a single particle
eigenstate of opposite parity in return.13 Rather one generates one or more of
these massless pseudoscalar bosons

Q5|P 〉 ∼ |Pa〉 + · · · (61)

and the interactions of such ”Goldstone bosons” to each other and to other
particles is found to vanish as the four-momentum goes to zero.

In order to see how the corresponding situation develops in QCD, it is
useful to study a simple pedagogical example—a scalar field theory14

L = ∂µφ
∗∂µφ− V (φ∗φ) with V (x) =

λ

4
(x− µ2

λ
)2 (62)

which is obviously invariant under the global U(1) (phase) transformation
φ → eiαφ. The vacuum (lowest energy) state of the system can be found
by minimizing the Hamiltonian density

H = φ̇∗φ̇+ ~∇φ∗ · ~∇φ+ V (φ∗φ) (63)
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Since this is the sum of positive definite terms, the vacuum state is easily seen
to be φ = v = µ/

√
λ, where U(1) symmetry has been used in order to choose v

as real. Of course, once this is done the U(1) symmetry is broken—spontaneous
symmetry breaking has takne place—and Goldstone’s theorem is applicable.

In order to see how this comes about we select as independent fields the
real and imaginary components of φ—ρ ≡

√
2(Reφ−v), χ ≡

√
2Imφ—in terms

of which the Lagrangian density becomes

L =
1

2
∂µρ∂

µρ+
1

2
∂µχ∂

µχ− 1

2
µ2ρ2 − λ

16
(ρ2 + χ2)2 − µ

√
λ

2
√

2
ρ(ρ2 + χ2) (64)

We observe that the field χ is massless—this is the Goldstone mode—while
the field ρ has a mass µ. The Noether current

jµ = −i(φ∗∂µφ− ∂µφ
∗φ) =

√
2v∂µχ+ ρ∂µχ− χ∂µρ (65)

possesses a nonzero matrix element between χ and the vacuum

< χ(p)|jµ|0 >=
√

2vipµe
−ip·x (66)

provided that v 6= 0. Also there exist complicated self interactions as well as
mutual interactions between ρ and σ. However, if we calculate the tree-level
amplitude for ρχ scattering, using the diagrams illustrated in figure 4 we find

Amp(ρ(q) + χ(p) → ρ(q′) + χ(p′)) =
λ

2
+

3

2
λ2v2 1

(p+ p′)2 − µ2

+
1

2
λ2v2

(

1

(p+ q)2
+

1

(p− q′)2

)

, (67)

and in the soft momentum limit for the Goldstone bosons—p, p′ → 0—we find
that

lim
p,p′→0

Amp =
λ

2
− 3

2

λ2v2

µ2
+
λ2v2

µ2
= 0 (68)

i.e., the amplitude vanishes, as asserted above.
Thus our toy model certainly has all the right stuff, but our representation

of the fields is not the optimal one in order to display the Goldstone properties.
Instead it is advantageous to utilize a polar co-ordinate representation in which
the Goldstone mode appears in the guise of a local U(1) transformation—

φ = (v+
√

1
2ξ) exp iθ/v

√
2—whereby the Lagrangian density assumes the form

L =
1

2
∂µξ∂

µξ +
1

2
(1 +

1√
2

ξ

v
)2∂µθ∂

µθ − 1

2
µ2ξ2 − µλ

2
√

2
ξ3 − λ

16
ξ4 (69)
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Figure 4: Toy model ρχ scattering diagrams.

We see in this form that θ is the massless Goldstone field, while the field ξ has
mass µ. The Noether current

jµ =
√

2v(1 +

√

1

2

ξ

v
)2∂µθ (70)

clearly has a nonzero vacuum-Goldstone matrix element which agrees with Eq.
66. However, what is particularly useful about this representation is the feature
that the Goldstone modes couple only through derivative coupling. Thus the
feature that any such interactions must vanish in the soft momentum limit is
displayed explicitly, making Eq. 68 trivial.

Now back to QCD: According to Goldstone’s argument, one would expect
there to exist eight massless pseudoscalar states—one for each spontaneously
broken SU(3) axial generator, which would be the Goldstone bosons of QCD.
Examination of the particle data tables reveals, however, that no such massless
0− particles exist. There do exist eight 0− particles—π±, π0,K±,K0, K̄0η
which are much lighter than their hadronic siblings. However, these states are
certainly not massless and this causes us to ask what has gone wrong with
what appears to be rigorous reasoning. The answer is found in the feature
that our discussion thus far has neglected the piece of the QCD Lagrangian
which is associated with quark mass and can be written in the form

Lm
QCD = −(ūLuR + ūRuL)mu − (d̄LdR + d̄RdL)md (71)

Since clearly this term breaks the chiral symmetry—

q̄LqR → q̄L exp(−i
∑

j

λjαj) × exp(i
∑

j

λjβj)qR

6= q̄LqR (72)

—we have a violation of the conditions under which Goldstone’s theorem aplies.
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The associated pseudoscalar bosons are not required to be massless

m2
G 6= 0 (73)

but since their mass arises only from the breaking of the symmetry the various
”would-be” Goldstone masses are expected to be proportional to the symmetry
breaking parameters

m2
G ∝ mu,md,ms

To the extent that such quark masses are small the eight pseudoscalar masses
are not required to be massless, merely much lighter than other hadronic
masses in the spectrum, as found in nature.

3.4 Effective Chiral Lagrangian

The existence of a set of particles—the pseudoscalar mesons—which are no-
tably less massive than other hadrons suggests the possibility of generating an
effective field theory which correctly incorporates the chiral symmetry of the
underlying QCD Lagrangian in describing the low energy interactions of these
would-be Goldstone particles. As found in our pedagogical example, and in a
homework problem, this can be formulated in a variety of ways, but the most
transparent is done by including the Goldstone modes in terms of the argument
of an exponential U = exp(i~τ ·φ/v) such that under the chiral transformations

ψL → LψL

ψR → RψR (74)

we have

U → LUR† (75)

Then a form such as

Tr∂µU∂µU
† → TrL∂µUR†R∂µU

†L† = Tr∂µU∂µU
† (76)

is invariant under chiral rotations and can be used as part of the effective
Lagrangian. However, this form is also not one which we can use in order
to realistically describe Goldstone interactions in Nature since according to
Goldstone’s theorem a completely invariant Lagrangian must also have zero
pion mass, in contradiction to experiment. We must include a term which uses
the quark masses to generate chiral symmetry breaking and thereby non-zero
pion mass.
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We infer then that the lowest order effective chiral Lagrangian can be
written as

L2 =
v2

4
Tr(∂µU∂

µU †) +
m2

π

4
v2Tr(U + U †) . (77)

where the subscript 2 indicates that we are working at two-derivative order
or one power of chiral symmetry breaking—i.e. m2

π. This Lagrangian is also

unique—if we expand to lowest order in ~φ

Tr∂µU∂
µU † = Tr

i

v
~τ · ∂µ

~φ× −i
v
~τ · ∂µ~φ =

2

v2
∂µ
~φ · ∂µ~φ , (78)

we reproduce the free pion Lagrangian, as required,

L2 =
1

2
∂µ
~φ · ∂µ~φ− 1

2
m2

π
~φ · ~φ+ O(φ4) . (79)

At the SU(3) level, including a generalized chiral symmetry breaking term,
there is even predictive power—one has

v2

4
Tr∂µU∂

µU † =
1

2

8
∑

j=1

∂µφj∂
µφj + · · · (80)

v2

4
Tr2B0m(U + U †) = const. − 1

2
(mu +md)B0

3
∑

j=1

φ2
j

− 1

4
(mu +md + 2ms)B0

7
∑

j=4

φ2
j −

1

6
(mu +md + 4ms)B0φ

2
8 + · · ·

(81)

where B0 is a constant and m is the quark mass matrix. We can then identify
the meson masses as

m2
π = 2m̂B0

m2
K = (m̂+ms)B0

m2
η =

2

3
(m̂+ 2ms)B0 , (82)

where m̂ = 1
2 (mu +md) is the mean light quark mass. This system of three

equations is overdetermined, and we find by simple algebra

3m2
η +m2

π − 4m2
K = 0 . (83)
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which is the Gell-Mann-Okubo mass relation and is well-satisfied experimentally.15

Currents

Since under a

Vector, Axial transformation: αL = ±αR (84)

we have

U → LUR† V≃ U + i





∑

j

αjλj , U





A≃ U + i







∑

j

αjλj , U







. (85)

which leads to the vector and axial-vector currents

{V,A}k
µ = −i v

2

4
Trλk(U †∂µU ± U∂µU

†) (86)

At this point the constant v can be identified by use of the axial current.
In SU(2) we find

U †∂µU − U∂µU
† = 2i

1

v
~τ · ∂µ

~φ+ · · · (87)

so that

Ak
µ = i

v2

4
Trτk2i

1

v
~τ · ∂µ

~φ+ · · · = −v∂µφ
k + · · · . (88)

If we set k = 1 − i2 then this represents the axial-vector component of the
∆S = 0 charged weak current and

A1−i2
µ = −v∂µφ

1−i2 = −
√

2v∂µφ
− . (89)

Comparing with the conventional definition

〈0|A1−i2
µ (0)|π+(p)〉 = i

√
2Fπpµ , (90)

we find that, to lowest order in chiral symmetry, v = Fπ , where Fπ = 92.4
MeV is the pion decay constant.16

Likewise in SU(2), we note that

U †∂µU + U∂µU
† =

2i

v2
~τ · ~φ× ∂µ

~φ+ · · · , (91)
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so that the vector current is

V k
µ = −i v

2

4
Trτk 2i

v2
~τ ~φ× ∂µ

~φ+ · · ·

= (~φ× ∂µ
~φ)k + · . (92)

We can identify V k
µ as the (isovector) electromagnetic current by setting k = 3

so that
V em

µ = φ+∂µφ
− − φ−∂µφ

+ + · · · (93)

Comparing with the conventional definition

〈π+(p2)|V em
µ (0)|π+(p1)〉 = F1(q

2)(p1 + p2)µ , (94)

we identify the pion form factor—F1(q
2) = 1. Thus to lowest order in chiral

symmetry the pion has unit charge but is pointlike and structureless. We shall
see below how to insert structure.

ππ Scattering

At two derivative level we can generate additional predictions by extending
our analysis to the case of ππ scattering. Expanding L2 to order ~φ4 we find

L2 : φ4 =
1

6v2
~φ2~φ · 2~φ+

1

2v2
(~φ · ∂µ

~φ)2 +
m2

π

24v2
~φ4 (95)

which yields for the pi-pi T matrix

T (qa, qb; qc, qd) =
1

F 2
π

[

δabδcd(s−m2
π) + δabδbd(t−m2

π) + δadδbc(u−m2
π)
]

− 1

3F 2
π

(δabδcd + δacδbd + δadδbc)(q2a + q2b + q2c + q2d − 4m2
π) .

(96)

Defining more generally

Tαβ; γδ(s, t, u) = A(s, t, u)δαβδγδ +A(t, s, u)δαγδβδ +A(u, t, s)δαδδβγ , (97)

we can write the chiral prediction in terms of the more conventional isospin
language by taking appropriate linear combinations3

T 0(s, t, u) = 3A(s, t, u) +A(t, s, u) +A(u, t, s) ,

T 1(s, t, u) = A(t, s, u) −A(u, t, s) ,

T 2(s, t, u) = A(t, s, u) +A(u, t, s) . (98)
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Experimental Lowest Orderc First Two Ordersc

a0
0 0.26 ± 0.05 0.16 0.20
b00 0.25 ± 0.03 0.18 0.26
a2
0 −0.028± 0.012 -0.045 -0.041
b22 −0.082± 0.008 -0.089 -0.070
a1
1 0.038± 0.002 0.030 0.036
b11 – 0 0.043
a0
2 (17 ± 3) × 10−4 0 20 × 10−4

a2
2 (1.3 ± 3) × 10−4 0 3.5 × 10−4

Table 1: The pion scattering lengths and slopes compared with predictions of chiral symme-
try.

Partial wave amplitudes, projected out via

T I
l (s) =

1

64π

∫ 1

−1

d(cos θ)Pl(cos θ)T I(s, t, u) , (99)

can be used to identify the associated scattering phase shifts via

T I
l (s) =

(

s

s− 4m2
π

)
1
2

eiδI
l sin δI

l . (100)

Then from the lowest order chiral form

A(s, t, u) =
s−m2

π

F 2
π

(101)

we determine values for the pion scattering lengths and effective ranges

a0
0 =

7m2
π

32πF 2
π

, a2
0 = − m2

π

16πF 2
π

, a1
1 = − m2

π

24πF 2
π

,

b00 =
m2

π

4πF 2
π

, b20 =
m2

π

8πF 2
π

, (102)

comparison of which with experimental numbers is shown in Table 1.

Despite the obvious success of this and other such predictions,17 it is clear
that we do not really have at this point a satisfactory theory, since the strictures
of unitarity are violated. Indeed, since we are working at tree level, all our
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amplitudes are real. However, unitarity of the S-matrix requires transition
amplitudes to contain an imaginary component since

0 = S†S − 1 = i(< f |T †|i > − < f |T |i >)+ < f |T †T |i >
i.e. 2Im < f |T |i >=

∑

n

< f |T †|n >< n|T |i > 6= 0 (103)

The solution of such problems with unitarity are well known—the inclusion of
loop corrections to these simple tree level calculations. Insertion of such loop
terms removes the unitarity violations but comes with a high price—numerous
divergences are introduced and this difficulty prevented progress in this field
for nearly a decade until a paper by Weinberg suggested the solution.18 One can
deal with such divergences, just as in QED, by introducing phenomenologically
determined counterterms into the Lagrangian in order to absorb the infinities.
We see in the next section how this can be accomplished.

4 Renormalization

4.1 Effective Chiral Lagrangian

We can now apply Weinberg’s solution to the effective chiral Lagrangian, Eq.
77. As noted above, when loop corrections are made to lowest order amplitudes
in order to enforce unitarity, divergences inevitably arise. However, there is
an important difference from the familiar case of QED in that the form of the
divergences is different from their lower order counterparts—i.e. the theory is
nonrenormalizable! The reason for this can be seen from a simple example.
Thus consider pi-pi scattering. In lowest order there exists a tree level contri-
bution from L2 which is O(p2/F 2

π ) where p represents some generic external
energy-momentum. The fact that p appears to the second power is due to
the feature that its origin is the two-derivative Lagrangian L2. Now suppose
that pi-pi scattering is examined at one loop order. Since the scattering am-
plitude must still be dimensionless but now the amplitude involves a factor
1/F 4

π the numerator must involve four powers of energy-momentum. Thus
any counterterm which is included in order to absorb this divergence must be
four-derivative in character. Gasser and Leutwyler have studied this problem
and have written the most general form of such an order four counterterm in
chiral SU(3) as2

L4 =

10
∑

i=1

LiOi = L1

[

tr(DµUD
µU †)

]

+ L2tr(DµUDνU
†) · tr(DµUDνU †)
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+ L3tr(DµUD
µU †DνUD

νU †) + L4tr(DµUD
µU †)tr(χU † + Uχ†)

+ L5tr
(

DµUD
µU †

(

χU † + Uχ†
))

+ L6

[

tr
(

χU † + Uχ†
)

]2

+ L7

[

tr
(

χ†U − Uχ†
)

]2

+ L8tr
(

χU †χU † + Uχ†Uχ†
)

+ iL9tr
(

FL
µνD

µUDνU † + FR
µνD

µU †DνU
)

+ L10tr
(

FL
µνUF

RµνU †
)

(104)

where the covariant derivative is defined via

DµU = ∂µU + {Aµ, U} + [Vµ, U ], (105)

the constants Li, i = 1, 2, . . .10 are arbitrary (not determined from chiral sym-
metry alone) and FL

µν , F
R
µν are external field strength tensors defined via

FL,R
µν = ∂µF

L,R
ν − ∂νF

L,R
µ − i[FL,R

µ , FL,R
ν ], FL,R

µ = Vµ ±Aµ. (106)

Now just as in the case of QED the bare parameters Li which appear in this
Lagrangian are not physical quantities. Instead the experimentally relevant
(renormalized) values of these parameters are obtained by appending to these
bare values the divergent one-loop contributions having the form

Lr
i = Li −

γi

32π2

[−2

ǫ
− ln(4π) + γ − 1

]

(107)

By comparing with experiment, Gasser and Leutwyler were able to determine
empirical values for each of these ten parameters. While ten sounds like a
rather large number, we shall see below that this picture is actually quite
⁀predictive. Typical values for the parameters are shown in Table 2.

The important question to ask at this point is why stop at order four
derivativeas Clearly if two loop amplitudes from L2 or one-loop corrections
from L4 are calculated, divergences will arise which are of six derivative char-
acter. Why not include these? The answer is that the chiral procedure repre-
sents an expansion in energy-momentum. Corrections to the lowest order (tree
level) predictions from one loop corrections from L2 or tree level contributions
from L4 are O(E2/Λ2

χ) where Λχ ∼ 4πFπ ∼ 1 GeV is the chiral scale.19 Thus
chiral perturbation theory is a low energy procedure. It is only to the extent
that the energy is small compared to the chiral scale that it makes sense to
truncate the expansion at the four-derivative level. Realistically this means
that we deal with processes involving E < 500 MeV, and, as we shall describe
below, for such reactions the procedure is found to work very well.

26



Coefficient Value Origin
Lr

1 0.65 ± 0.28 ππ scattering
Lr

2 1.89 ± 0.26 and
Lr

3 −3.06 ± 0.92 Kℓ4 decay
Lr

5 2.3 ± 0.2 FK/Fπ

Lr
9 7.1 ± 0.3 π charge radius

Lr
10 −5.6 ± 0.3 π → eνγ

Table 2: Gasser-Leutwyler counterterms and the means by which they are determined.

Now Gasser and Leutwyler, besides giving the form of the O(p4) chiral
Lagrangian, have also performed the one loop integration and have written
the result in a simple algebraic form. Users merely need to look up the result
in their paper. However, in order to really understand what they have done, it
is useful to study a simple example of a chiral perturbation theory calculation
in order to see how it is performed and in order to understand how the ex-
perimental counterterm values are actually determined. We consider the pion
electromagnetic form factor, which by Lorentz- and gauge-invariance has the
structure

〈π+(p2)|Jµ
em|π+(p1)〉 = F1(q

2)(p1 + p2)
µ (108)

We begin by identifying the electromagnetic current as

Jµ
em = − ∂L

∂(eAµ)
= (ϕ× ∂µϕ)3

[

1 − 1

3F 2
ϕ · ϕ+ O(ϕ4)

]

+ (ϕ× ∂µϕ)3

[

16L4 + 8L5

]

m2
π

F 2
+

4L9

F 2
∂ν(∂µϕ× ∂νϕ)3 + · · · (109)

where we have expanded to fourth order in the pseudoscalar fields. Defining

δjkI(m
2) = i∆Fjk(0) = 〈0|ϕj(x)ϕk(x)|0〉,

I(m2) = µ4−d

∫

ddk

(2π)d

i

k2 −m2
=

µ4−d

(4π)d/2
Γ

(

1 − d

2

)

(m2)
d
2
−1,

δjkIµν(m2) = −∂µ∂νi∆Fjk(0) = 〈0|∂µϕj(x)∂νϕk(x)|0〉,

Iµν(m2) = µ4−d

∫

ddk

(2π)d
kµkν

i

k2 −m2
= gµν

m2

d
I(m2) (110)

we calculate the one loop correction shown in Figure 5a to be
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(a) (b) (c) (d)
Figure 5: Loop corrections to the pion form factor.

Jµ
em|(4a) = − 5

3F 2
π

(ϕ× ∂µφ)3I(m
2
π) (111)

We also need the one loop correction shown in Figure 5b. For this piece
we require the form of the pi-pi scattering amplitude which arises from L2

〈π+(k1)π
−(k2)|π+(p1)π

−(p2)〉 =
i

3F 2
0

(

2m2
0 + p2

1 + p2
2 + k2

1 + k2
2 − 3(p1 − k1)

2
)

(112)
and we shall perform the loop integration using the method of dimensional
regularization, which yields

〈Jµ
em〉(5b) =

1

(4πFπ)2
(p1 + p2)

µ

∫ 1

0

dx(m2
π − q2x(1 − x))

×
[(

−2

ǫ
+ γ − 1 − ln 4π

)

+ ln
m2

π − q2x(1 − x)

µ2

]

(113)

Performing the x-integration we find, finally

〈Jµ
em〉(5b) =

1

(4πFπ)2
(p1 + p2)

µ

{(

m2
π − 1

6
q2
)[

− 2

ǫ
+ γ − 1 − ln 4π + ln

m2
π

µ2

]

+
1

6
(q2 − 4m2

π)H

(

q2

m2
π

)

− 1

18
q2
}

, (114)

where the function H(a) is given by

H(a) ≡
∫ 1

0

dx ln(1 − ax(1 − x))
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=

{

2 − 2
√

4
a − 1 cot−1

√

4
a − 1 (0 < a < 4)

2 +
√

1 − 4
a

[

ln

√
1− 4

a
−1√

1− 4
a
+1

+ iπθ(a− 4)

]

(otherwise)
(115)

and contains the imaginary component required by unitarity.
We are not done yet, however, since we must also include mass and wave-

function effects—figs. 5c,5d. In order to do so, we expand L2 to fourth order
in ϕ(x), and L4 to second order:

L2 =
1

2
[∂µϕ · ∂µϕ−m2

0ϕ · ϕ] +
m2

0

24F 2
0

(ϕ · ϕ)2

+
1

6F 2
0

[(ϕ · ∂µϕ)(ϕ · ∂µϕ) − (ϕ · ϕ)(∂µϕ · ∂µϕ)] + O(ϕ6),

L4 =
m2

0

F 2
0

[16L4 + 8L5]
1

2
∂µϕ · ∂µϕ

−m
2
0

F 2
0

[32L6 + 16L8]
1

2
m2

0ϕ · ϕ+ O(ϕ4). (116)

Performing the loop integrations on the φ4(x) component of the above yields

Leff =
1

2
∂µϕ∂µϕ− 1

2
m2

0ϕ · ϕ+
5m2

π

12F 2
π

I(m2
π)ϕ · ϕ

+
1

6F 2
π

(δikδjl − δijδkl)I(m
2
π)(δij∂

µϕk∂µϕl + δklm
2
πϕiϕj)

+
1

2
∂µϕ · ∂µϕ

m2
π

F 2
π

[16L4 + 8L5)] −
1

2
m2

πϕ · ϕm
2
π

F 2
π

[32L6 + 16L8

]

=
1

2
∂µϕ · ∂µϕ

[

1 + (16L4 + 8L5)
m2

π

F 2
π

− 2

3F 2
π

I(m2
π)

]

−1

2
m2

0ϕ · ϕ
[

1 + (32L6 + 16L8)
m2

π

F 2
π

− 1

6F 2
π

I(m2
π)

]

(117)

from which we can now read off the wavefunction renormalization term Zπ.
When this is done we find

ZπF
(tree)
1 (q2) =

[

1 − 8m2
π

F 2
π

(2L4 + L5

+
m2

π

24π2F 2
π

{

− 2

ǫ
+ γ − 1 − ln 4π + ln

m2
π

µ2

}]
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×
[

1 +
8m2

π

F 2
π

(2L4 + L5) + 2q2
L9

F 2
π

]

=

[

1 +
m2

π

24π2F 2
π

(

− 2

ǫ
+ γ − 1 − ln 4π + ln

m2
π

π2

)

+
2L9

F 2
π

q2
]

(118)

while from the loop diagrams given earlier

F1(q
2)

∣

∣

∣

∣

∣

(5a)

= − 5m2
π

48π2F 2
π

{

− 2

ǫ
+ γ − 1 − ln 4π + ln

m2
π

µ2

}

F1(q
2)

∣

∣

∣

∣

∣

(5b)

=
1

16π2F 2
π

{(

m2
π − 1

6
q2

)[

− 2

ǫ
+ γ − 1 − ln 4π + ln

m2
π

µ2

]

+
1

6
(q2 − 4m2

π)H

(

q2

m2
π

)

− 1

18
q2
}

(119)

Adding everything together we have the final result, which when written in

terms of the renormalized value L
(r)
9 is finite!

F1(q
2) = 1 +

2L
(r)
9

F 2
π

q2 +
1

96π2F 2
π

[

(q2 − 4m2
π)H

(

q2

m2
π

)

− q2 ln
m2

π

µ2
− q2

3

]

(120)

Expanding to lowest order in q2 we find

F1(q
2) = 1 + q2

[

2L
(r)
9

F 2
π

− 1

96π2F 2
π

(

ln
m2

π

µ2
+ 1

)

]

+ · · · (121)

which can be compared with the phenomenological description in terms of the
pion charge radius

F1(q
2) = 1 +

1

6
〈r2π〉q2 + · · · (122)

By equating these two expressions and using the experimental value of the
pion charge radius—〈r2π〉exp = (0.44 ± 0.01)fm220—we determine the value of

the counterterm L
(r)
9 shown in Table 2.

As seen in Figure 650 this form gives a reasonable representation of the
experimental pion form factor near threshold but deviates substantially from
the empirical result as the ρ resonance is approached. This is not surprising
as any perturbative approach will be unable to reproduce resonant behavior.
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Figure 6: Calculations of the modulus of the pion form factor squared compared to exper-
imental results. Here the solid line gives the result of the inverse amplitude method, while
the dashed line gives the one loop chiral perturbation theory prediction. The dotted line
shows an empirical simulation of the inelastic omegaπ contribution obtained by multiplying
the inverse amplitude result by the factor 1 + 0.15s/sω .

This failure should not be considered a failure of chiral perturbative techniques
per se—just that as one approaches higher energy the importance of two-loop
(O(p6)) and higher terms become important. Although for simple processes
such two loop studies have been performed, the number of p6 counterterms
is well over a hundred and a general chiral analysis at two loop level is not
feasible. Nevertheless things are certainly not hopeless, and in the closing
chapter of these lectures we present some approaches to extend the validity of
chiral predictions to higher energy.

More relevant at this point is to stay near threshold and ask if chiral
pertubation methods are predictive. Can they be used as a test of QCD, for
example? The answer is definitely yes! We do not have time in these lectures
to give a detailed presentation of the status of such tests–a simple example
will have to suffice.21 We have seen above how the pion charge radius enables
the determination of one of the chiral parameters—Lr

9. A second—Lr
10 can

be found from measurement of the axial structure constant—hA—in radiative
pion decay—π+ → e+νeγ or π+ → e+νee

+e−, for which the decay amplitudes
can be written

Mπ+→e+νeγ = −eGF√
2

cos θ1Mµν(p, q)εµ∗(q)ū(pν)γν(1 + γ5)v(pe)
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Mπ+→e+νee+e− = −e
2GF√

2
cos θ1Mµν(p, q)

1

q2

×ū(p2)γ
µv(p1)ū(pν)γν(1 + γ5)v(pe), (123)

ans the hadronic component of Mµν has the structure

Mµν(p, q) =

∫

d4xeiq·x < 0|T (Jem
µ (x)J1−i2

ν (0)|π(~p) >= Born terms

− hA((p− q)µqν − gµνq · (p− q)) − rA(qµqν − gµνq
2)

+ ihV ǫµναβq
αpβ (124)

where hA, rA, hV are unknown structure functions. (Note that rA can be mea-
sured only via the rare Dalitz decay π+ → e+νee

+e−.)
We also note that the related amplitude for Compton scattering can be

written in the form

− iTµν(p, p′, q) = −i
∫

d4xeiq1·x < π+(~p′)|T (Jem
µ (x)Jem

ν (0)|π+(~p) >

= Born terms + σ(q2µq1ν − gµνq1 · q2) + · · · (125)

The γπ+ → γπ+ reaction is often analyzed in terms of the pion electric and
magnetic polarizabilities αE and βM which describe the response of the pion to
external electric and magnetizing fields.22 In the static limit such fields induce
electric and magnetic dipole moments

~p = 4παE
~E, ~µ = 4πβM

~H (126)

which correspond to an interaction energy

U = −1

2

(

4παE
~E2 + 4πβM

~H2
)

(127)

Use of chiral perturbation theory yields the results

hV =
Nc

12
√

2π2Fπ

= 0.027m−1
π ,

hA

hV
= 32π2(Lr

9 + Lr
10)

rA
hV

= 32π2

[

Lr
9 −

1

192π2

(

ln
m2

π

µ2
+ 1

)]

, αE + βM = 0

αE =
α

2mπ
σ =

4α

mπF 2
π

(Lr
9 + Lr

10) (128)

Use of the experimental result

hA

hV
= 0.46 ± 0.08 gives Lr

10(µ = mη) = −0.0056(3) (129)
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Reaction Quantity Theory Experiment
π+ → e+νeγ hV (m−1

π ) 0.027 0.029± 0.01723

π+ → e+νee
+e− rV /hV 2.6 2.3 ± 0.623

γπ+ → γπ+ (αE + βM ) (10−4 fm3) 0 1.4 ± 3.124

αE (10−4 fm3) 2.8 6.8 ± 1.425

12 ± 2026

2.1 ± 1.127

Table 3: Chiral Predictions and data in radiative pion processes.

and once this is determined chiral symmetry makes four predictions among
these parameters! As shown in Table 3, three of the four are found to be in good
agreement with experiment. The possible exception involves a relation between
the charged pion polarizability and the axial structure constant hA measured
in radiative pion decay. In this case there exist three conflicting experimental
results, one of which agrees and one of which does not agree with the theoretical
prediction. It is important to resolve this potential discrepancy, since such
chiral predictions are firm ones. There is no way (other than introducing
perversely large higher order effects) to bring things into agreement were some
large violation of a chiral prediction to be verified, since the only ingredient
which goes into such predictions is the (broken) chiral symmetry of QCD itself!

5 Baryon Chiral Perturbation Theory

Our discussion of chiral methods given above was limited to the study of the
interactions of the pseudoscalar mesons (would-be Goldstone bosons) with lep-
tons and with each other. In the real world, of course, interactions with baryons
also take place and it is an important problem to develop a useful predictive
scheme based on chiral invariance for such processes. Again much work has
been done in this regard,28 but there remain important problems.29 Writing
down the lowest order chiral Lagrangian at the SU(2) level is straightforward—

LπN = N̄(i 6D −mN +
gA

2
/uγ5)N (130)

where gA is the usual nucleon axial coupling in the chiral limit, the covariant
derivative Dµ = ∂µ + Γµ is given by

Γµ =
1

2
[u†, ∂µu] −

i

2
u†(Vµ +Aµ)u− i

2
u(Vµ − Aµ)u†, (131)
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and uµ represents the axial structure

uµ = iu†∇µUu
† (132)

Expanding to lowest order we find

LπN = N̄(i/∂ −mN )N + gAN̄γ
µγ5

1

2
~τN · ( i

Fπ
∂µ~π + 2 ~Aµ)

− 1

4F 2
π

N̄γµ~τN · ~π × ∂µ~π + . . . (133)

which yields the Goldberger-Treiman relation, connecting strong and axial
couplings of the nucleon system30

FπgπNN = mNgA (134)

Using the present best values for these quantities, we find

92.4MeV× 13.05 = 1206MeV vs. 1189MeV = 939MeV× 1.266 (135)

and the agreement to better than two percent strongly confirms the validity
of chiral symmetry in the nucleon sector. Actually the Goldberger–Treiman
relation is only strictly true at the unphysical point gπNN(q2 = 0) and one
expects about a 1% discrepancy to exist. An interesting ”wrinkle” in this
regard is the use of the so-called Dashen-Weinstein relation which uses simple
SU(3) symmetry breaking to predict this discrepancy in terms of corresponding
numbers in the strangeness changing sector.31

A second prediction of the lowest order chiral Lagrangian deals with charged
pion photoproduction. As emphasized previously, chiral symmetry requires any
pion coupling to be in terms of a (co-variant) derivative. Hence there exists a
N̄Nπ±γ contact interaction (the Kroll-Ruderman term)32 which contributes to
threshold charged pion photoproduction. Here what is measured is the s-wave
or E0+ multipole, defined via

Amp = 4π(1 + µ)E0+~σ · ǫ̂+ . . . (136)

where µ = mπ/M . In addition to the Kroll-Ruderman piece there exists, at
the two derivative level, a second contact term which arises from

L(2)
πγNN =

egA

8MFπ
v ·qP+[(1+τ3) 6A⊥, γ5τ

a]P+ =
egA

2MFπ
S ·ǫv ·q(τa+δa3) (137)

Adding these two contributions yields the result33

E0+ = ± 1

4π(1 + µ)

egA√
2Fπ

(1 ∓ µ

2
) =

egA

4
√

2Fπ

(

1 − 3
2µ π+

−1 + 1
2µ π

−

)

=

{

+26.3 × 10−3/mπ π
+n

−31.3 × 10−3/mπ π
−p

, (138)
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Eπ+n
0+ (+27.9 ± 0.5) × 10−3/mπ

34

(+28.8 ± 0.7) × 10−3/mπ
35

(+27.6 ± 0.3) × 10−3/mπ
38

Eπ−p
0+ (−31.4 ± 1.3) × 10−3/mπ

34

(−32.2 ± 1.2) × 10−3/mπ
37

(−31.5 ± 0.8) × 10−3/mπ
36

Table 4: Experimental values for threshold pion photoproduction multipoles.

and the numerical predictions are found to be in excellent agreement with the
present experimental results, as seen in the Table 4.

5.1 Heavy Baryon Methods

Extension to SU(3) gives additional successful predictions—the linear Gell-
Mann-Okubo relation as well as the generalized Goldbeger-Treiman relation.
However, difficulties arise when one attempts to include higher order correc-
tions to this formalism. The difference from the Goldstone case is that there
now exist two dimensionful parameters—mN and Fπ—in the problem rather
than one—Fπ . Thus loop effects can be of order (mN/4πFπ)2 ∼ 1 and we
no longer have a reliable perturbative scheme. A consistent power counting
mechanism can be constructed provided that we eliminate the nucleon mass
from the leading order Lagrangian. This is done by considering the nucleon to
be very heavy. Then we can write its four-momentum as39

pµ = Mvµ + kµ (139)

where vµ is the four-velocity and satisfies v2 = 1, while kµ is a small off-shell
momentum, with v · k << M . One can construct eigenstates of the projection
operators P± = 1

2 (1 ± /v), which in the rest frame project out upper, lower
components of the Dirac wavefunction, so that40

ψ = e−iMv·x(Hv + hv) (140)

where

Hv = P+ψ, hv = P−ψ (141)

The effective Lagrangian can then be written in terms of N, h as

LπN = H̄vAHv + h̄vBHv + H̄vγ0B†γ0hv − h̄vChv (142)
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where the operators A,B, C have the low energy expansions

A = iv ·D + gAu · S + . . .

B = i 6D⊥ − 1

2
gAv · uγ5 + . . .

C = 2M + iv ·D + gAu · S + . . . (143)

HereD⊥
µ = (gµν−vµvν)Dν is the transverse component of the covariant deriva-

tive and Sµ = i
2γ5σµνv

ν is the Pauli-Lubanski spin vector and satisfies the
relations

S · v = 0, S2 = −3

4
, {Sµ, Sν} =

1

2
(vµvν − gµν), [Sµ, Sν ] = iǫµναβv

αSβ

(144)
We see that the two components H,h are coupled in this expression for the
effective action. However, the system may be diagonalized by use of the field
transformation

h′ = h− C−1BH (145)

in which case the Langrangian becomes

LπN = H̄v(A + (γ0B†γ0)C−1B)Hv − h̄′vCh′v (146)

The piece of the Lagrangian involving H only contains the mass in the oper-
ator C−1 and is the effective Lagrangian that we desire. The remaining piece
involving h′v can be thrown away, as it does not couple to the Hv physics.
(In path integral language we simply integrate out this component yielding an
uninteresting overall constant.) Of course, when loops are calculated a set of
counterterms will be required and these are given at leading (two-derivative)
order by

A(2) =
M

F 2
π

(c1Trχ+ + c2(v · u)2 + c3u · u+ c4[S
µ, sν ]uµuν

+ c5(χ+ − Trχ+) − i

4M
[Sµ, Sν ]((1 + c6)F

+
µν + c7Trf+

µν))

B(2) =
M

F 2
π

((−c2
4
i[uµ, uν] + c6f

µν
+ + c7Trf

µν
+ )σµν

− c4
2
vµγνTru

µuν)

C(2) = −M

F 2
π

(c1Trχ+ + (−c2
4
i[uµ, uν] + c6f

µν
+ + c7trF

µν
+ )σµν

− c3
4
Truµuν − (

c4
2

+Mc5)vµvνTru
µuν) (147)
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Expanding C−1 and the other terms in terms of a power series in 1/M leads
to an effective heavy nucleon Lagrangian of the form (to O(q3))

LπN = H̄v{A(1) + A(2) + A(3) + (γ0B(1)†γ0)
1

2M
B(1)

+
(γ0B(1)†γ0)B(2) + (γ0B(2)†γ0)B(1)

2M

− (γ0B(1)†γ0)
i(v ·D) + gA(u · S)

(2M)2
B(1)}Hv + O(q4) (148)

A set of Feynman rules can now be written down and a consistent power
counting scheme developed, as shown by Meissner and his collaborators.29

5.2 Applications

As an example of the use of this formalism, called heavy baryon chiral per-
turbation theory (HBχpt) consider the nucleon-photon interaction. To lowest
(one derivative) order we have from A(1)

L(1)
γNN = ieN̄

1

2
(1 + τ3)ǫ · vN (149)

while at two-derivative level we find

L(2)
γNN = N̄

{

e

4M
(1 + τ3)ǫ · (p1 + p2) +

ie

2M
[S · ǫ, S · k](1 + κS + τ3(1 + κV )

}

N

(150)

where we have made the identifications c6 = κV , c7 = 1
2 (κS − κV ). We can

now reproduce the low energy theorems for Compton scattering. Consider the
case of the proton. At the two derivative level, we have the tree level prediction

(γ0B(1)†γ0)
1

2M
B(1)|γpp =

e2

2M
~A2
⊥ (151)

which yields the familiar Thomson amplitude

Ampγpp = − e2

M
ǫ̂′ · ǫ̂ (152)

On the other hand at order q3 we find a contribution from Born diagrams with
two-derivative terms at each vertex, yielding

Ampγpp = (
e

M

2
)
1

ω
p̄[(ǫ̂′ · ~k~S · ǫ̂× ~k − ǫ̂ · ~k′~S · ǫ̂′ × ~k′)(1 + κp)

+ i~S · (ǫ̂× ~k) × (ǫ̂′ × ~k′)(1 + κp)
2] (153)
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(a) (b) (c) (d)
Figure 7: Loop diagrams for Compton scattering. Figures b,c,d must, of course, be aug-
mented by appropriate cross diagrams.

The full result must also include contact terms at order q3 from the last piece
of Eq. 148

− eP+ 6A⊥ iv ·D
(2M)2

e 6A⊥P+ = − e2

2M2
~S · ~A× ~̇A (154)

and from the third

1

2M
P+

{

e 6A⊥, κpσµνF
µν
}

P+ = κp
e2

M2
~S · ~A× ~̇A (155)

When added to the Born contributions the result can be expressed in the
general form29

Amp = ǫ̂ · ǫ̂′A1 + ǫ̂′ · ~kǫ̂ · ~k′A2 + i~σ · (ǫ̂′ × ǫ̂)A3

+ i~σ · (~k′ × ~k)ǫ̂′ · ǫ̂A4 + i~σ · [(ǫ̂′ × ~k)ǫ̂ · ~k′ − (ǫ̂× ~k′)ǫ̂′ · ~k]A5

+ i~σ · [(ǫ̂′ × ~k′)ǫ̂ · ~k′ − (ǫ̂× ~k)ǫ̂′ · ~k]A6

(156)

withc

A1 = − e2

M
, A2 =

1

M2ω
, A3 =

e2ω

2M2
(1 + 2κ− (1 + κ)2k̂ · k̂′)

A4 = −A5 = −e
2(1 + κ)2

2M2ω
, A6 = −e

2(1 + κ)

2M2ω
(157)

which agrees with the usual result derived in this order via Low’s theorem.41

cHere we have used the identity

~σ · (ǫ̂′ × ~k′) × (ǫ̂ × ~k) = ~σ · (~k′
× ~k)ǫ̂ · ǫ̂′ + ~σ · (ǫ̂′ × ǫ̂)~k′

· ~k + ~σ · (ǫ̂ × ~k′)ǫ̂′ · ~k − ~σ · (ǫ̂′ × ~k)ǫ̂ · ~k′
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A full calculation at order q3 must also, of course, include loop contribu-
tions. Using the lowest order (one-derivative) pion-nucleon interactions

LπNN =
gA

Fπ
N̄τaS · qN

LππNN =
1

4F 2
π

v · (q1 + q2)ǫ
abcN̄τcN

LγπNN =
iegA

Fπ
ǫa3bN̄ǫ · SτbN (158)

these can be calculated using the diagrams shown in Figure 7. Of course, from
Eq. 148 the propagator for the nucleon must have the form 1/iv · k where k is
the off-shell momentum. Thus, for example, the seagull diagram, Figure 7a, is
of the form

Amp = 4e2(
gA

Fπ
)2ǫ̂ · ǫ̂′

∫

d4k

(2π)4
S · kS · k

v · k(k2 −m2
π)((k + q1 − q2)2 −m2

π)
(159)

Since there are no additional counterterms at this order q3, the sum of loop
diagrams must be finite and yields, to lowest order in energy and after consid-
erable calculation

Aloop
1 = ξ(

11ω2

24mπ
+

t

48mπ
), Aloop

2 = ξ(
1

24mπ
), Aloop

3 = ξ(
ωt

πm2
π

+
ω3

3πm2
π

)

Aloop
4 = ξ(

ω

6πm2
π

), Aloop
5 = −Aloop

6 = −ξ( 13ω

12πm2
π

), (160)

and ξ = g2
A/8πF

2
π .

The experimental implications of these results may be seen by first con-
sidering the case of an unpolarized proton target. Writing

Ampunpol = {ǫ̂ · ǫ̂′(− e2

M
+ 4παEω

2) + (ǫ̂× ~k) · (ǫ̂′ × ~k′)4πβM} (161)

where αE , βM are the proton electric and magnetic polarizabilities, we identify
the one loop chiral predictions42

αtheo
E = 10βtheo

M =
5e2g2

A

384π2F 2
πmπ

= 12.2 × 10−4fm3 (162)

which are in reasonable agreement with the recently measured values43

αexp
E = (12.1±0.8±0.5)×10−4fm3, βexp

M = (2.1∓0.8∓0.5)×10−4fm3 (163)
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For the case of spin-dependent forward scattering, we find, in general

1

4π
Amp = f1(ω

2)ǫ̂ · ǫ̂′ + iωf2(ω
2)~σ · ǫ̂′ × ǫ̂ (164)

with

f1(ω
2) = − e2

4πM
+ (αE + βM )ω2 + O(ω4)

f2(ω
2) = −

e2κ2
p

8π2M2
+ γSω

2 + O(ω4) (165)

where γS is a sort of ”spin-polarizability” and is related to the classical Fara-
day effect. Assuming that the amplitudes f1, f2 obey once-subtracted and
unsubtracted dispersion relations respectively we find the sum rules

αE + βM =
1

4π2

∫ ∞

ω0

dω

ω2
(σ+(ω) + σ−(ω))

πe2κ2
p

2M2
=

∫ ∞

ω0

dω

ω
[σ+(ω) − σ−(ω)]

γS =
1

4π2

∫ ∞

ω0

dω

ω3
[σ+(ω) − σ−(ω)] (166)

where here σ±(ω) denote the photoabsorption cross sections for scattering
circularly polarized photons on polarized nucleons invovling total γN helicity
3/2 and 1/2 respectively. Here the first is the well-known Baldin sum rule
for the sum of the electric and magnetic polarizabilities, while the second is
the equally familiar Drell-Hearn-Gerasimov sum rule.44 The third is less well
known, but follows from that of DHG and offeres a new check of the chiral
predictions.

Another venue where there has been a great deal of work is that of neutral
pion photoproduction, for which the one-derivative contribution vanishes. In
this case the leading contribution arises from the two derivative term given in
Eq. 148, augmented by the three derivative contribution from Born diagrams.
The net result is

Amp(2) =
egA

2Fπ
µǫ̂ · ~σ ×

{

1 π0p
0 π0n

(167)

for the contact term and

Amp(3) = − e

2M
[S·ǫ, S·k](1+κp)

1

v · q
gA

2MFπ
S·(2p−q)mπ = − egA

4Fπ
µ2(1+κp)~σ·~ǫ

(168)
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(a) (b)
Figure 8: Diagrams for neutral pion photoproduction. Each should be accompanied by an
appropriate cross term.

theory expt.
E0+(π0p)(×10−3/mπ) -1.2 −1.31 ± 0.0846

−1.32 ± 0.1147

E0+(π0n)(×10−3/mπ) 2.1 1.9 ± 0.348

P1/|~q|(πp)(×GeV−2) 0.48 0.47 ± 0.0146

0.41 ± 0.0347

Table 5: Threshold parameters for neutral pion photoproduction.

for the pole terms (Note: only the cross term is nonvanishing at threshhold.)

Finally we must append the contribution of the loop contributions which
arise from the graphs shown in Figure 8

Amploop = − egAM

64πF 2
π

µ2~σ · ~ǫ (169)

The result is the prediction45

E0+ =
egA

8πM
µ{1 − [

1

2
(3 + κp) + (

M

4Fπ
)2]µ+ O(µ2)} (170)

However, comparison with experiment is tricky because of the existence of
isotopic spin breaking in the pion and nucleon masses, so that there are two

thresholds—one for π0p and the second for π+n—only 7 MeV apart. When
the physical masses of the pions are used recent data from both Mainz and
from Saskatoon agree with the chiral prediction. However, there are concerns
about the convergence of the chiral expansion, which reads E0+ = C(1−1.26+
0.59+ . . .). There also exist chiral predictions for threshold p-wave amplitudes
which are in good agreement with experiment, as shown in Table 5, and for
which the convergence is calculated to be rapid.
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Finally exists a chiral symmetry prediction for the reaction γn→ π0n

E0+ = − egA

8πM
µ2{1

2
κn + (

M

4Fπ
)2} + . . . = 2.13 × 10−3/mπ (171)

However, the experimental measurement of such an amplitude involves consid-
erable challenge, and must be accomplished either by use of a deuterium target
with the difficult subtraction of the proton contribution and of meson exchange
contributions or by use of a 3He target. Neither of these are straightforward
although some limited data already exist.48

Other areas wherein chiral predictions can be confronted with experiment
include the electric dipole amplitude in electroproduction as well as in weak
interactions such as muon capture. However, we do not have the space here
to cover this work. We can succinctly summarize the situation by stating that
at the present time there exist no significant disagreements with experimental
findings, but the predictive power in the baryon sector is only in the near
threshold region, due among other things to the feature that the expansion is
in terms of p/m rather than p2/m2 which occurs in the meson case.

6 On to Higher Energy: Dispersion Relations

Above we have seen the power of chiral perturbation theory in addressing
near-threshold phenomenology. However, we have also observed its associated
weakness—loss of predictive ability in the meson sector once E, p ≥∼ mρ/2
and in the baryon-meson sector even sooner. In this closing chapter, we try to
address the question of whether one can somehow extend the success of χpt
to higher energy without losing its model-independent connections to QCD.
Strictly speaking the answer is no—as the energy-momentum increases one
must go to higher and higher order in the chiral expansion, which means
increasing the number of loops and of unknown counterterms. Any other
approach must be model dependent at some level and hence use more than
simply the (broken) chiral symmetry of QCD as an input. Nevertheless, there
are some techniques which keep such model dependence at a minimum. One
such procedure is to marry the results of χpt with the strictures of dispersion
relations,7 the validity of which, given that they rely only on the causality
properties of the theory, are not in question. In the case of the pion form
factor studied above in one loop χpt the causality condition asserts that the
function F (q2) is analytic in the entire complex q2-plane except for a cut along
the real axis which extends from 4m2

π < q2 <∞. Along this cut F (q2) has an
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s

Figure 9: Contour for form factor integration.

imaginary part which is given by the unitarity condition

(p2 − p1)µImF1(q
2) =

1

2

∫

d3k1

(2π)32E1

d3k2

(2π)32E2
(2π)4δ4(p1 + p2 − k1 − k2)

× < ππ|T |ππ >∗< ππ|jµ|0 > (172)

Use of Cauchy’s theorem involving the contour as shown in Figure 9 and
the assumption that F (s) → 0 as s→ ∞ then leads to the dispersion relation

F1(q
2) =

1

π

∫ ∞

4m2
π

ImF1(s)ds

s− q2 − iǫ
(173)

If the asymptotic condition is not satisfied one can use various numbers of
subtractions in order to guarantee convergence. For example, provided that
F1(s)/s→ 0 as s→ ∞ we have

F1(q
2) − F1(0) =

1

π

∫ ∞

4m2
π

ImF1(s)ds

(

1

s− q2 − iǫ
− 1

s− iǫ

)

=
q2

π

∫ ∞

4m2
π

ImF1(s)ds

s(s− q2 − iǫ)
(174)
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and further subtractions may be performed if necessary. Even if such subtrac-
tions are not required it may be advantageous to utilize them. The point is
that in order to get a prediction one requires the value of the imaginary com-
ponent of the form factor at all values of s. However, the more subtractions
the less the sensitivity to input from large s, where in general the form factor
is not as well determined.

In the case of the pion form factor it is convenient to perform two subtrac-
tions, whereby

F1(q
2) = F1(0) + q2F ′

1(0) +
q4

π

∫ ∞

4m2
π

ImF1(s)ds

s2(s− q2 − iǫ)
(175)

Here by current conservation we may set F1(0) = 1 while from experiment we
have F ′

1(0) =< r2π > /6 = (0.073 ± 0.002) fm2. In order to find Im F (s) we
begin by projecting onto the p-wave ππ channel via

T 1
1 (s) =

1

64π

∫ 1

−1

d(cos θ)P1(cos θ) < ππ|T |ππ >=

√

s

s− 4m2
π

eiδ1
1 sin δ11

(176)
whereby the unitarity condtion Eq. 172 reads

ImF1(s) = e−iδ1
1 sin δ11F1(s) (177)

Of course, the solution of this equation is simply the Fermi-Watson theorem

F1(s) = |F1(s)| exp iδ11(s) (178)

which states that the phase of the form factor is the p-wave ππ phase shift.
Now at lowest order we have the chiral prediction

T 1
1 (s) =

s− 4m2
π

96πF 2
π

(179)

and if this is substituted into Eq. 177 along with the lowest order result
F1(s) ≈ F1(0) = 1 we find

F1(q
2) = 1 +

< r2π >

6
q2 +

1

96π2F 2
π

(

(q2 − 4m2
π)H(q2) +

2

3
q2
)

(180)

where we have used the integral

∫ ∞

4m2
π

ds

s2

√

s− 4m2
π

s

(

a+ bs

s− q2 − iǫ

)

=
a+ bq2

q4
H(q2) − a

6m2q2
(181)
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Comparison with the chiral perturbative result—Eq. 120—reveals that the
results are identical provided that one identifies

< r2π >

6
=

2Lr
9

F 2
π

+
1

96π2F 2
π

(1 + ln
m2

π

µ2
) (182)

In this form then we see that the chiral perturbative predictions are simply
a result of use of the lowest order chiral forms in the input to the dispersion
integral, while a real world calculation would utilize experimental data. In this
context it is clear that the renormalized counterterms simply play the role of
subtraction constants.

So far our dispersive calculation has simply reproduced the chiral pertur-
bative results. How can one do better? Clearly by using experimental data
rather then the simple lowest order chiral forms.49 For example, if we divide
Eq. 175 by q2 and then take the limit as q2 → ∞ we find a sum rule for Lr

9(µ)

Lr
9(µ) =

F 2
π

6π

∫ ∞

4m2
π

ds

s2
ImF1(s) −

1

192π2
(1 + ln

m2
π

µ2
) (183)

which can be evaluated from experiment. Actual data on ImF (s) are avail-
able only from the ππ threshold up to the middle of the resonance region so
other methods must be found in order to generate the high energy component
required in order to perform the dispersive integral. For very high energies we
can use the prediction of perturbative QCD

F1(s) −→ −64π2

9

F 2
π

s ln −s
Λ2

(184)

which corresponds to the asymptotic form

ImF1(s) −→ −64π3

9

F 2
π

s ln2 s
Λ2

(185)

Knowing the low and high energy forms of the function, we can generate
a smooth matching which joins them in the intermediate energy region, as
shown in Figure 1049. Obviously the most striking part of this function is
the strong ρ peak, but note also the long negative tail at high energy. That
the high energy component must be negative is easy to see from the fact that
Eq. 185 guarantees that the dispersion integral converges even without any
subtractions. Then, taking the q2 → ∞ limit produces two additional sum
rules

1 =
1

π

∫ ∞

4m2
π

ds

s
ImF1(s)
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Figure 10: Input data for the pion form factor dispersion relation.

0 =
1

π

∫ ∞

4m2
π

dsImF1(s) (186)

In particular the latter sum rule requires that the large positive contribution
generated by integrating over the rho peak be cancelled by a significant negative
result from higher energy. Now in fact both sum rules are satisfied by the
spectral function shown in Figure 10, as they were used in its construction
and are responsible for the small bump to the right of the rho tail. Having
generated a consistent form for Im F (s) we can now use Eq. 183 in order to
generate a prediction for Lr

9. We find

Lr
9(mη)|disp.rel. = 0.0074 compared to Lr

9(mη)|expt. = 0.0071(3)
(187)

obtained from analysis of low energy phenomenology (specifically the pion
charge radius). Obviously there is good agreement here, confirming the validity
of the dispersive approach (and therefore causality!)

However, while we have gained a new understanding of the chiral pertur-
bative results we have not yet succeeded in extending their validity to higher
energy. Indeed, Figure 6 shows that, while the form factor F (q2) matches
onto the experimental result at low q2, it is strongly at variance by the time
q2 ≈ 400 MeV2 due to the stron rise of the rho. In fact the prominance of
the rho peak suggests an oft-used approximation—replacement of the spectral
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density by a simple delta function

ImF1(s) = πm2
ρδ(s−m2

ρ) (188)

This drastic approximation—called ”vector dominance”—does not satisfy the
barely convergent sum rule Eq. 186a but explicitly satisfies the better damped
Eq. 186b. With respect to that for L9 we find

< r2π >= 6m2
ρ ≃ 0.40 fm2 (189)

in reasonable agreement with experiment.
An approach which does allow us to move to higher energy is the ”inverse

amplitude method,” wherein one looks not at the form factor but rather at its
inverse.50,51 The unitarity condition in this case reads

Im
1

F1(s)
= −e

iδ1
1(s) sin δ11(s)

F1(s)
= −

√

s− 4m2
π

s

T 1
1 (s)

F1(s)
(190)

and a doubly subtracted dispersion relation reads

1

F1(q2)
= 1 − < r2π >

6
q2 − 1

π

∫ ∞

4m2
π

ds

s2(s− q2 − iǫ)

√

s− 4m2
π

s

T 1
1 (s)

F1(s)
(191)

Using the leading chiral forms, the integration can be performed using Eq. 181
and yields

F1(q
2) =

1

1 − <r2
π>
6 q2 − 1

96π2F 2
π

(

(q2 − 4m2
π)H(q2) + 2

3q
2
)

(192)

Expanding in q2 we observe that this form is consistent with the O(p4) chiral
result and represents summation of the Lippman-Scwinger equation in terms of
a geometric series. (Sometimes this is also called the Pade (1,1) approximant
form.50) Phenomenologically it has the right stuff. Indeed, as shown in Figure
6, the rho resonance arises very naturally as a pole as s → m2

ρ and the phase
shift, given by δ11 = argF (s) is in reasonable agreement with experiment. We
stress that it is not a simple result of chiral symmetry—rather it is a chirally
motivated form which reduces to the chiral result at low energy.

It is interesting to note that there is an exact solution to the problem of
finding a function whose phase is δ11 along the real axis from 4m2

π < s < ∞.
This is the Omnes solution and has the general form52

FOmnes
1 (q2) = P (q2) exp

q2

π

∫ ∞

4m2
π

ds

s

δ11(s)

s− q2 − iǫ
(193)
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Here P (s) is an arbitrary polynomial which for our case is set equal to unity.
Using experimental ππ phase shifts one can construct the function F0(q

2) and
compare with experiment and with the inverse amplitude form. Agreement
with experiment is basically quite good. Note that the Omnes solution assumes
the validity of the Fermi-Watson theorem along the entire real axis and hence
ignores the substantial inelasticity which arises above ∼ 1.2 GeV. Thus this
form should presumably only be trusted up to energies where such inelasticity
takes over.

One can in similar fashion construct a form for the partial wave scattering
amplitude which is unitary

Im
1

T 1
1 (s)

= −i
√

s− 4m2
π

s
(194)

and agrees with the ππ phase shifts found from the form factor as

T 1
1 (s) =

1

96π2F 2
π

(s− 4m2
π)

1 − <r2
π>
6 s− 1

96π2F 2
π

(

(s− 4m2
π)H(s) + 2

3s
)

(195)

In fact, such a form was written down long before the development of chiral
perturbative techniques as a simple unitary generalization of the lowest order
(Weinberg) scattering amplitude.53 It is sometimes called the N/D form, where
D is the inverse form factor and satisfies the Fermi-Watson theorm along the
right-hand cut while N is the lowest order chiral amplitude and is analytic
along this discontinuity. Of course, Eq. 195 violates crossing symmetry in
that it does not have the proper discontinuity along the left-hand (u-channel)
cut, but we may hope that this does not matter along the physical (right-hand)
cut as it is far away.

We see then that by the use of chiral-based methods, one can construct
analytic forms for observables which satisfy the strictures of unitarity exactly
(not perturbatively as in the case of chiral perturbation theory itself) and which
reduce to the forms demanded by chiral symmetry at low energy. They are
admittedly no longer model-independent, nor do they satisfy all the strictures
of field theory (such as crossing symmetry). However, any reasonable model
must assume a similar form and they can be used with some confidence to
construct a successful phenomenology.

7 Closing Comments

In the preceding lectures we have covered a lot of ground—effective field the-
ory, basic chiral models, chiral perturbation theory in the meson and baryon
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sectors, and high energy extensions based upon dispersion theory. Neverthe-
less the discussion has essentially been at an introductory level and there is
lots more to learn for those who are interested. The state of the art both for
experiment and for theory can be found in the proceedings of the first two
chiral dynamics workshops (which took place at MIT and Mainz respectively)
which were published by Springer-Verlag.54 The next such meeting, by the way,
will be held this summer at JLab, and you are certainly invited to attend.

Despite all the work which has taken place there is still much to do for
those who wish to take up the challenge. This lies in many areas:

i) calculating to yet higher order (two loop) in both the meson and baryon
sectors;

ii) making the connection with fundamental theory by calculating the chiral
coefficients directly from QCD by lattice or other methods;

iii) development of reasonably model-independent methods to extend chiral
results to higher energy;

iv) identifying and performing the experiments which most sensitively probe
such theories.

My basic message, which I hope you take with you, is that chiral per-
turbative methods are an important and vital component of contemporary
particle/nuclear physics and that at present they allow perhaps the best way
to confront low energy phenomenology with the fundamental QCD Lagrangian
which presumably underlies it.
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