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Modefied optimization layer by layer algorithm for lear ning multilayer
per ceptrons

De Gang L1U,Xiang Sun ZHANG

Ingtitute of Applied Mathematics,the Chinese Academy of Sciences,Beijing,100080,China

Abstract In this paper a modified learning procedure is presented which tries to find a weight change vector at each tria
iteration in the OLL algorithm more efficiently.The proposed |earning procedure can save expensive computation efforts
and yield better convergence rate as compared to the original OLL learning algorithms especialy for large scale
networks.The improved OLL learning algorithm is applied to the time series prediction problems presented by the OLL
authors,and demonstrates a faster learning capability.
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