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Nonnegative matrix factorization (NMF) is a data analysis technique used in a 
great variety of applications such as text mining, image processing, 
hyperspectral data analysis, computational biology, and clustering. In this 
paper, we consider two well-known algorithms designed to solve NMF 
problems, namely the multiplicative updates of Lee and Seung and the 
hierarchical alternating least squares of Cichocki et al. We propose a simple 
way to significantly accelerate these schemes, based on a careful analysis of 
the computational cost needed at each iteration, while preserving their 
convergence properties. This acceleration technique can also be applied to 
other algorithms, which we illustrate on the projected gradient method of Lin. 
The efficiency of the accelerated algorithms is empirically demonstrated on 
image and text datasets, and compares favorably with a state-of-the-art 
alternating nonnegative least squares algorithm. 
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