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AbstractThe first step pseudoinverse is to find the optimal solution for the underdeterministic linear KA
equations related to a sample set with the constraint of least-mean-square criterion. The second step
pseudoinverse is to find the pseudoinverse of the correlation matrix of the sample set. Finally, the
expression of the optimal SDF for any sample set is obtained, which is regardless of whether the set is
linearly dependent or not. The two-step psudoinverse approach presented in this paper is powerful
when a sample set is linearly dependent. An example by fingerprint identification is given, and the
discriminant performance of the resultant SDF by the two-step pseudoinverse approach is compared
with that by Gram-Schmidt orthogonalizaion for the same sample set. The reason why the former gets
better performance is discussed.
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