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Face recognition has always been courted in computer vision and is especially amenable to situations with significant variations between
frontal and profile faces. Traditional techniques make great strides either by synthesizing frontal faces from sizable datasets or by empirical
pose invariant learning. In this paper, we propose a completely integrated embedded end-to-end Lie algebra residual architecture (LARNeXt)
to achieve pose robust face recognition. First, we explore how the face rotation in the 3D space affects the deep feature generation process of
convolutional neural networks (CNNs), and prove that face rotation in the image space is equivalent to an additive residual component in the
feature space of CNNs, which is determined solely by the rotation. Second, on the basis of this theoretical finding, we further design three
critical subnets to leverage a soft regression subnet with novel multi-fusion attention feature aggregation for efficient pose estimation, a
residual subnet for decoding rotation information from input face images, and a gating subnet to learn rotation magnitude for controlling the
strength of the residual component that contributes to the feature learning process. Finally, we conduct a large number of ablation
experiments, and our quantitative and visualization results both corroborate the credibility of our theory and corresponding network designs.
Our comprehensive experimental evaluations on frontal-profile face datasets, general unconstrained face recognition datasets, and industrial-

grade tasks demonstrate that our method consistently outperforms the state-of-the-art ones.
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