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A CLASS OF SUPERLINEAR CONVERGENT REDUCED-VARIABLE
METRIC ALGORITHM

JAN JN-BAO

Department of Mathematics and Information Scinece, Guangxi University, Nanning 530004

Abstract This paper prestents a class of reduced variable metric agorithm for programming problems with standard linear
congtraints with the help of reduced gradient and Huang's variable metric methods. Under some milder assumptions, the
agorithm is proved to possess global and superlinear convergence. Finaly, it is pointed out that our algorithm contains and
improves some effective agorithms.
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