
2018/11/23 The Operation Sequence Model—Combining N-Gram-Based and Phrase-Based Statistical Machine Translation | Computational Ling…

https://www.mitpressjournals.org/doi/abs/10.1162/COLI_a_00218#.VfdqEP9fHAg 1/4

The MIT Press

Journals
Books  Journals  Digital  Resources  About  Contact   

Sign In / Register

 

Home >| Computational Linguistics >| List
of Issues >| Volume 41 , No. 2 >| The
Operation Sequence Model—Combining
N-Gram-Based and Phrase-Based
Statistical Machine Translation

Article navigation

Quarterly (March,
June, September,
December)

160pp. per issue

6 3/4 x 10

Founded: 1974

2018 Impact
Factor: 1.319

2018 Google
Scholar h5-index:
32

ISSN: 0891-2017

E-ISSN: 1530-9312

Journal
Resources

Editorial Info 

Abstracting and

Indexing  

Release Schedule  

Advertising Info

Author
Resources

Submission

Guidelines  

The Operation
Sequence Model
—Combining N-
Gram-Based and
Phrase-Based
Statistical
Machine
Translation

Nadir Durrani, Helmut
Schmid, Alexander Fraser,
Philipp Koehn and Hinrich
Schütze
 
Posted Online June 17, 2015 

https://doi.org/10.1162/COLI_a_00218 

© 2015 Association for Computational Linguistics

Computational Linguistics
Volume 41 | Issue 2 | June 2015 
p.185-214

Download Options

Abstract  Full Text  Authors

https://www.mitpressjournals.org/
http://www.mitpressjournals.org/
https://mitpress.mit.edu/
https://www.mitpressjournals.org/action/showPublications
https://www.mitpressjournals.org/digital
https://www.mitpressjournals.org/action/showCart?FlowID=1
https://www.mitpressjournals.org/action/showLogin?uri=%2Fdoi%2Fabs%2F10.1162%2FCOLI_a_00218
https://www.mitpressjournals.org/action/showLogin?uri=%2Fdoi%2Fabs%2F10.1162%2FCOLI_a_00218
https://www.mitpressjournals.org/
https://www.mitpressjournals.org/loi/coli
https://www.mitpressjournals.org/loi/coli
https://www.mitpressjournals.org/toc/coli/41/2
http://www.mitpressjournals.org/doi/abs/10.1162/COLI_a_00219
https://www.mitpressjournals.org/journals/coli/editorial
https://www.mitpressjournals.org/journals/coli/aandi
https://www.mitpressjournals.org/schedule
https://www.mitpressjournals.org/advertising
http://cljournal.org/
https://www.mitpressjournals.org/author/Durrani%2C+Nadir
https://www.mitpressjournals.org/author/Schmid%2C+Helmut
https://www.mitpressjournals.org/author/Fraser%2C+Alexander
https://www.mitpressjournals.org/author/Koehn%2C+Philipp
https://www.mitpressjournals.org/author/Sch%C3%BCtze%2C+Hinrich
https://doi.org/10.1162/COLI_a_00218
https://www.mitpressjournals.org/doi/abs/10.1162/COLI_a_00218
https://www.mitpressjournals.org/doi/full/10.1162/COLI_a_00218


2018/11/23 The Operation Sequence Model—Combining N-Gram-Based and Phrase-Based Statistical Machine Translation | Computational Ling…

https://www.mitpressjournals.org/doi/abs/10.1162/COLI_a_00218#.VfdqEP9fHAg 2/4

Computational
Linguistics
Computational
Linguistics is
Open Access.
All content is
freely
available in

electronic
format (Full
text HTML,
PDF, and PDF
Plus) to

Publication

Agreement

Author Reprints 

Reader
Resources

Rights and

Permissions 

Most Read 

Most Cited

 

 

Metrics

 

Open Access

More About

Computational
Linguistics

3  Total

citations

3  Recent

citations

1.47  Field Citation

Ratio

n/a  Relative

Citation Ratio

3

In this article, we present a novel machine
translation model, the Operation Sequence

Model (OSM), which combines the benefits of
phrase-based and N-gram-based statistical
machine translation (SMT) and remedies their
drawbacks. The model represents the translation

process as a linear sequence of operations. The
sequence includes not only translation
operations but also reordering operations. As in
N-gram-based SMT, the model is: (i) based on

minimal translation units, (ii) takes both source
and target information into account, (iii) does not
make a phrasal independence assumption, and
(iv) avoids the spurious phrasal segmentation

problem. As in phrase-based SMT, the model (i)
has the ability to memorize lexical reordering

triggers, (ii) builds the search graph dynamically,
and (iii) decodes with large translation units
during search. The unique properties of the
model are (i) its strong coupling of reordering
and translation where translation and reordering
decisions are conditioned on n previous
translation and reordering decisions, and (ii) the

ability to model local and long-range reorderings
consistently. Using BLEU as a metric of
translation accuracy, we found that our system
performs significantly better than state-of-the-
art phrase-based systems (Moses and Phrasal)
and N-gram-based systems (Ncode) on standard
translation tasks. We compare the reordering
component of the OSM to the Moses lexical

reordering model by integrating it into Moses.
Our results show that OSM outperforms
lexicalized reordering on all translation tasks. The
translation quality is shown to be improved
further by learning generalized representations
with a POS-based OSM.
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